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# Research in Digital Design and Test at Tallinn University of Technology 

Raimund Ubar, Gert Jervan, Artur Jutman, Jaan Raik, Peeter Ellervee, Margus Kruus


#### Abstract

An overview about the recent research results at the Tallinn University of Technology in the field of digital design and test is presented. The main topics discussed in the paper cover digital design, verification, emulation, dependability, fault simulation, and test generation. An experimental research environment is described which consists of prototype tools developed as a side-effect of our research activities. This environment together with a set of dedicated elearning tools serves also for teaching purposes for the disciplines of design and test of embedded systems.


## 1. Introduction

INCREASING complexity of electronic systems has made testing and verification one of the most complicated and time-consuming problems in system design and production. The importance of design for testability is growing because the expenses of testing are becoming the major components of the design and manufacturing costs of new products. It is estimated that more than $70 \%$ of the design cycle for systems is spent on test and verification [1]. Nanometer technologies are introducing new challenges making test quality and dependability of systems a very fast moving target [2]. Enhancing productivity and quality of test related solutions is thus a key competitive aspect, both in terms of time-to-market and end-product quality.

In this paper an overview about the recent results in the field of digital test at Tallinn University of Technology (TUT) is presented. One of the most important research areas has been multi-level diagnostic modeling of digital systems by Decision Diagrams (DD) [3]. Using DDs, a hierarchical automated test program generator DECIDER was developed which outpaces similar known academic systems in the speed of test generation [4]. Commercial tools of this type are missing today. A special class of Binary DDs (BDD) called structurally synthesized BDDs (SSBDD) has been developed [3] which allowed to implement ultra-fast fault simulator for combinational circuits [5]. Based on SSBDDs a defect-oriented test generator DOT was developed which is unic with its ability to prove redundancy of physical defects in digital circuits [6].

Recent results of research in the field of reconfigurable logic allowed to create a hardware accelerator to replace traditional software simulators, which allowed to increase the speed of fault simulation in digital circuits about 200
times [7]. Most of our current research is concentrated in the hot problems of testing Network-on-Chips (NoC) [8].

A set of prototype tools, developed as a side-effect of our research, together with dedicated set of tools targeted for elearning and created in frames of several EU projects, serve now at TUT for teaching design and test, design for testability and fault tolerance. The tools support lecture courses by hands-on training opportunity.

In the following several most important research results obtained in the recent years at TUT are presented. In Section 2 the results in design verification are presented. Section 3 describes simulation speed-up possibilities by hardware emulation, whereas Section 4 presents new software algorithmic possibilities to increase the speed of fault simulation. In Section 5 a novel approach to defectoriented test generation is presented, and in Section 6 our research on dependability issues is described. Finally, in Section 7 an overview is given about the prototype tool environment developed as a side-effect of our research.

## 2. High-Level DD-Based Verification

With the increase in size and complexity of modern ICs, it has become imperative to address critical verification issues in the design cycle. The process of verifying correctness of designs consumes between $60 \%$ and $80 \%$ of design effort [9]. For every designer the number of verification engineers may vary from 2 to 4 depending on the design complexity. Moreover, validation is so complex that, even though it consumes most of the computational resources and time, it is still the weakest link in the design process. Ensuring functional correctness is the most difficult part of designing a hardware system [10].


Fig. 1. APRICOT verification flow

We have developed a new framework for digital systems verification, called APRICOT (Assertions, PRopertIes, COde coverage and Test generation) [11]. It includes different tasks, such as assertion checking, code coverage analysis, simulation, test generation and property checking. APRICOT is easy to set up and use. The novelty of APRICOT lies in a system representation model called High-Level Decision Diagrams (HLDD). The framework has interfaces to commonly used design formats such as VHDL, SystemC, PSL and EDIF. Fig. 1 presents the general structure of the APRICOT framework.

Decision Diagrams have been used in verification for about two decades. Reduced Ordered BDDs [12] as canonical forms of Boolean functions have their application in equivalence checking and in symbolic model checking. Additionally, a higher abstraction level DD representation, called Assignment Decision Diagrams (ADD) [13], have been successfully applied to, both, register-transfer level (RTL) verification and test.

In this paper we consider a different decision diagram representation, High-Level Decision Diagrams (HLDD) that, unlike ADDs can be viewed as a generalization of BDDs. HLDDs can be used for representing different abstraction levels from RTL to behavioral. HLDDs have proven to be an efficient model for simulation and diagnosis since they provide for a fast evaluation by graph traversal and for easy identification of cause-effect relationships [14].

### 2.1. Code Coverage Analysis

Code coverage provides insight into how thoroughly the code of a design is exercised by a suite of simulations. Code coverage analysis is a well-defined, well-scalable procedure and, thus, applicable to large designs. The main limitation of code coverage metrics lies in the fact that they only measure the quality of the test case in stimulating the implementation and do not necessarily prove its correctness with respect to the specification.

We have shown how classical coverage metrics map to HLDD constructs [15]. Covering all nodes in the HLDD model corresponds to covering all statements in the respective HDL. However, the opposite is not true. We showed that HLDD node coverage is more stringent than HDL statement coverage [15]. This is due to the fact that in HLDDs diagrams are generated to each data variable separately. Such partition on variables includes an additional context to statement coverage. Similar to the statement coverage, branch coverage has also very clear representation in HLDD simulation. The ratio of every edge activated in the HLDD simulation process constitutes to branch coverage.

### 2.2. Assertion-Based Verification

Assertions have been found to be beneficial for solving a wide range of tasks in systems design ranging from modelling, verification to manufacturing test. In this paper,
we present an approach to checking PSL assertions using HLDDs. Property Specification Language (PSL) is a recently accepted IEEE standard language [16] that is commonly used to express the assertions. Here, the assertions are translated to HLDD graphs and integrated into fast HLDD-based simulation. The structure of HLDD design representation with a temporal extension proposed in [17] allows straightforward and lossless translation of PSL properties.


Fig. 2. PSL property reqack
An example PSL property reqack structure is shown in Figure 2. Its possible timing diagram is also illustrated by Figure 3a. It states that ack must become high next after req being high. A system behaviour that activates reqack property however obviously violating it is demonstrated in Figure 3b. Figure 3c shows the case when the property was not activated.


Fig. 3. Timing diagrams for the property reqack

Let us consider an example PSL property P1.
P1: assert always !ready and (a=b)->next_e[1:3]ready
Assertion P1 states that whenever 'ready' is low and ' $a$ ' is equal to ' $b$ ' then during the next three cycles ready must become true. The resulting HLDD graph describing this property is shown in Fig. 4.


Fig. 4. HLDD for property P1
Note that a HLDD representing assertions has always exactly three terminal nodes labeled by constants:

- FAIL - assertion P has been simulated and does not hold;
- PASS - the assertion has been simulated and holds;
- CHECKING - P has been simulated and it does not fail, nor does it pass non-vacuously.
It has been shown by experiments that HLDDs is an efficient model for performing assertion checking [17].


### 2.3. Formal Verification

The formal methods to be included to the APRICOT framework include high-level Automated Test Pattern Generation (ATPG) [18] and formal property checking. The latter is under development and will be reduced to using the first one as a model-checking engine.

## 3. USING EMULATION FOR SIMULATION SPEED-UP

One of the main problems when designing modern onchip systems is to make sure that already the first version of the chip is "alive". That is, (1) all essential hardware components are working, and (2) application software and drivers are ready when the chip arrives from the factory (see e.g. [19]). Software simulation is the simplest way to check the functionality of a system and is typically the first choice. Unfortunately, because of its slowness, simulation does not guarantee that the results are available when needed and different approaches are under development to find possibilities for accelerating the simulation process. A possible solution is to use emulation (simulation in hardware) using reconfigurable logic like FPGA-s (see e.g. [20]). To model a hardware module, hardware description language (HDL) based simulation is the choice of most engineers. Taking into account that a model of the system may consist not only of HDL modules at various levels of abstraction but also of modules written in different HDL-s, a complicated simulation environment is required to make sure that the system is working as expected. [21].

Fault simulation is another widely used procedure in the digital circuit design flow. Test generation, fault diagnosis, test set compaction serve as examples of application of fault-free/fault simulators. Accelerating fault simulation would improve all the above-mentioned applications.

The maximum gain in performance could be achieved by moving all the required modules into hard-ware, i.e., emulating the test-bench in hardware. There exist several approaches that confirm the usefulness of replacing simulation with emulation (see, e.g., [19,20]). Difficulties arise when the test-bench is so complex that major modifications are needed for implementing in hardware -test-benches are only models and are not meant to be implemented in hardware. To test the idea of replacing simulation with emulation, an environment was created
with the purpose to evaluate the feasibility of replacing fault simulation with FPGA based emulation [7].

The availability of large FPGA-s doesn't allow merely implementation of the circuit under test along with fault models but, additionally, to include test vector generation and output response analysis circuits, which in this case correspond to the test-bench, into a single reconfigurable device. Here we relied on a well-known solution for BIST - Linear Feedback Shift Register (LFSR) is used both for input vector generation and output correctness analysis. Automation of emulation environment generation was rather easy because of the modular structure of the hardware part. All commonly used modules are written in VHDL that allows to parameterize design units (see Fig.5). The abstraction level of VHDL modules corresponds to register-transfer level thus allowing the use of basically any FPGA mapping tool.


Fig. 5. Fault emulation environment structure
The proposed approach allows simulation speed-up of 40-500 times as compared to the software-based fault simulation [7]. It should be noted that when taking into account also synthesis time, the speed-up is much smaller and therefore the most beneficial is to use scenarios where the number of simulation runs is large, e.g., evaluation of generator/analyzer structures for BIST.

Based on experiences with fault emulation, a more elaborated emulation environment is under development. The need for such an environment is based on the fact that the whole description of a system almost always contains modules described at different abstraction levels. Some of these parts are never meant to be implemented in hardware,
e.g., test-benches and application software. The three following levels can be outlined in the first order:

- Register-transfer level that is synthesizable and therefore directly implementable on FPGA.
- Behavioral (functional) level that is synthesizable by high-level synthesis tools under certain circumstances.
- The rest, essentially software, has lost hardware related issues from its abstraction and is therefore compilable for the used processor (core).


Fig. 6. Multi-module emulation environment

As a result, the needed complexity and performance of the simulator will be reduced. Fig. 6 depicts the structure of such emulation environment, consisting of multiple parallel modules. Additional information about research challenges and potential solutions, especially synchronization related, can be found in $[22,23]$.

## 4. System Level Design of Dependable Real-time Systems-on-Chip

The future on chip systems will resemble more computer networks than traditional chips and the Network-on-Chip (NoC) paradigm has been proposed. In addition, new integration methodologies have enabled new 3D architectures, where the dies are stacked into 3-dimensional structures, thus providing even higher densities and complexity.

As technologies advance and semiconductor process dimensions shrink into the nanometer and subnanometer range, a high degree of sensitivity to defects begins to impact overall yield and quality [3]. It becomes very expensive to obtain perfectly operational hardware and the design processes have to be changed.

### 4.1. Our NoC platform

Our NoC platform is scalable packet switched communication platform for single chip heterogeneous systems. The hard guarantees are provided in Time Division Multiple Access (TDMA) way.

The NoC topology is $\mathrm{mxn}(2 \mathrm{D})$ mesh with bi-directional links between the switches. Each switch is connected to 4 switches and to 1 resource. Every resource is connected to
switch via resource network interface (RNI). The NoC platform uses a subset of OSI Reference Model layers: physical, data link, network layer, transport layer and application layer. A resource operates on all 5 layers while switches operate on 4 lower layers. We use wormhole switching with virtual channels and deterministic dimension-ordered (XY) routing.

We concentrate on hard real-time data dominated event triggered NoC systems. However, not all of the traffic must be real-time.

### 4.2. System Specification \& Design

In our approach the application is specified using $C$ code. Based on the input description we extract the Extended Conditional Task Graph (ECTG). In NoC the communication platform introduces communication latency which depends not only on message size but also on resource mapping and needs to be taken into account. Fig. 7.a depicts an example task graph which describes an extract of a GSM decoder.
The ECTG describes the application tasks, their dependencies and task parameters - for example Worst Case Execution Time (WCET), task size etc. Additionally, we need to have the system reliability requirements, how many faults need to be tolerated, and describe the available hardware resources. All the information above and the ECTG itself are captured in XML file. An example of captured information for a part of GSM Decoder can be seen on Fig. 7b.

Once we have the refined task graph, system architecture and dependability description we need to produce a schedule which meets the application deadlines and dependability requirements. During the whole process we take into consideration also possible task mapping. For example - data intensive tasks could be mapped to the same resource or nearby resources to compensate network latency. The exact scheduling algorithms are known to be NP-hard problems. Therefore, different heuristics are used for calculating near-optimal schedules with reasonable time. Fig. 7.c depicts an example of scheduling Figure 1a task graph on multi-processor system.

### 4.3. Dependability analysis

Reliability improvement techniques have been extensively studied in various systems, either in bus based embedded, macro distributed systems or cover lower layers of NoC. Our objective is to extend those techniques to the system level, to provide design support at early stages of the design flow. The application should be able to tolerate transient or intermittent faults. Permanent faults can be handled by re-scheduling and re-mapping the application on a NoC. During the scheduling process we have from one hand the list of tasks with Worst Case Execution Times and on another hand the dependability requirements.

This is a design area where do not exist any integrated system level design methodology with dependability
requirements. One of the objectives is also to extend the existing system level design tasks into the new design
paradigms, such as NoC-based systems and 3D architectures.


Fig. 7. Scheduling and mapping

## 5. Ultra-Fast FaUlt Simulation

Fault simulation is a well investigated research field, and a lot of methods have been proposed during the last decades, like parallel fault simulation, deductive fault analysis, critical path tracing. The main problem of very powerful critical path method is related to handling of reconvergent fan-outs. It can "process" by a single simulation run all the faults in the circuit, however it works exactly only in the fan-out free circuits. A modified rule based critical path technique that is linear time, exact, and complete was proposed in [24]. However, the rule based strategy does not allow simultaneous parallel analysis of many patterns beyond the fan-out free regions.

In [25] we proposed a new concept of parallel critical path tracing throughout the whole circuit.

Differently from the known critical path tracing approaches, a method is proposed to create ordered topological model for parallel fault backtracing. The model is based on the full Boolean differential, which allows generalization of the parallel critical path fault tracing beyond the reconvergent fan-out stems (see Fig.8). The method is based on the following theorem [25].

Theorem: If a stuck-at fault is detected by a test pattern at the output $y$ of a subcircuit (see in Fig. 8) represented by a Boolean function $y=F\left(x_{1}, \ldots, x_{i}, x_{j}, \ldots x_{n}\right)$, then the fault at the fan-out stem $x$ which converges in $y$ at the inputs $x_{1}$, $\ldots, x_{i}$, is also detected iff

$$
\begin{equation*}
\frac{\partial y}{\partial x}=y \oplus F\left(\left(x_{1} \oplus \frac{\partial x_{1}}{\partial x}\right), \ldots,\left(x_{i} \oplus \frac{\partial x_{i}}{\partial x}\right), x_{j}, \ldots, x_{n}\right)=1 \tag{1}
\end{equation*}
$$

From the formula (1), a method results for generalizing the parallel exact critical path tracing beyond the fan-out free regions. All the calculations in (1) can be carried out in parallel because they are Boolean operations. Further details about the solution for nested reconvergencies can be found in [15].


Fig. 8. Reconvergent FFR in a circuit
A topological pre-analysis is carried out to generate an efficient optimized model for backtracing of faults to minimize the repeated calculations because of the reconvergent fan-outs. The algorithm is equivalent to exact critical path tracing, while the backtracing is organized in parallel for groups of test patterns. To achieve high simulation speed, the network of macros rather than gates is used. To make it possible to rise from the lower gate level to the higher macro level, the macros are modeled by structurally synthesized BDDs. A special calculation method was developed to handle the SSBDDs in parallel for groups of test patterns [25].

The proposed exact parallel path tracing fault analysis is carried out in the following sessions:

- topological pre-analysis of the circuit to create a model for fault tracing along the critical paths;
- parallel simulation of a given set of test patterns to calculate the values of all variables of the circuit;
- parallel fault backtracing on the topological model created during the first session.
The topological pre-analysis to create a model for fault backtracing is carried out only once to serve all the next sessions of the procedure. It consists of the following procedures:
- creation of the Reconvergency Graph (RG) of the circuit,
- creation of the whole calculation model of the circuit.
Because of the parallelism, higher abstraction level modeling, and optimization of the topological model, the speed of fault simulation was considerably increased.

Table 1 presents the fault simulation results for the circuits of ISCAS'85 and ISCAS'89 families (column 1) to compare different fault simulators: exact critical path tracing [24] (column 2), two state-of-the-art commercial fault simulators from major CAD vendors (columns 3 and $4)$, and the proposed new method (column 5). The simulation times were calculated for the sets of random 10000 patterns. The time needed for topology analysis is included and is negligible compared to the gain in speed compared to the previous best method.

TABLE 1. COMPARISON OF TOOLS FOR FAULT SIMULATION

| Circuit | Fault simulation time, s |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $[24]$ | C1 | C2 | New |
| c432 | 70 | 13.0 | 3.8 | 0.64 |
| c499 | 190 | 3.0 | 2.8 | 0.98 |
| c880 | 140 | 26.0 | 4.0 | 0.65 |
| c1355 | 640 | 44.0 | 9.0 | 1.33 |
| c1908 | 640 | 53.0 | 15.6 | 1.61 |
| c2670 | 560 | 104.0 | 11.0 | 1.99 |
| c3540 | 770 | 191.0 | 37.4 | 4.43 |
| c5315 | 1270 | 246.0 | 28.6 | 3.41 |
| c6288 | 4280 | 1159.0 | 139.2 | 46.39 |
| c7552 | 1480 | 378.0 | 40.5 | 5.44 |
| s4863_C | N/A | 353.0 | 30.0 | 5.10 |
| s5378_C | N/A | 170.0 | 15.9 | 4.17 |
| s6669_C | N/A | 416.0 | 40.8 | 7.94 |
| s9234_C | N/A | 248.0 | 26.7 | 6.72 |
| s13207_C | N/A | 332.0 | 27.2 | 10.18 |
| s15850_C | N/A | 470.0 | 57.8 | 13.75 |
| s35932_C | N/A | 1751.0 | 111.6 | 36.22 |
| s38417_C | N/A | 1351.0 | 157.0 | 39.05 |
| s38584_C | N/A | 1399.0 | 115.3 | 34.97 |
| Average | 258.9 | 41.1 | 5.8 | 1 |
| speed gain | 258 |  |  |  |

Compared to the commercial tools C 1 and C 2 , the average gain in speed is 41.1 and 5.8 times, respectively. All the experiments were run on a 366 MHz SUN Ultra60 server using SunOS 5.8 operating system except the experiments for the known exact critical path fault simulator where the data are taken from [24]. The experiments in [24] were run on a 2.8 GHz Pentium 4 computer with Windows XP.

## 6. Defect-Oriented Test Generation

The logical stuck-at fault (SAF) model has been a long time the prevalent technique to handle formally the real physical defects in electronic sytems. In today's systems, however, we have two difficulties when using this model: it is too complex because of the huge number of faults to be handled in systems, and it is inaccurate to represent real physical defects which are taking place in today's nanoelectronic circuits. The paradox is that the two difficulties are working against each other: when trying to represent the defects with less complex and higher level fault models the accuracy will even decrease, and vice versa, when trying to increase the accuracy of defect modeling, the complexity of the fault model will increase. To get out from the deadlock, the two opposite trends -high-level modeling and defect-orientation - should be combined into hierarchical approach.

Another problem is that the know-how about defects is quickly getting obsolet. New semiconductor processes will introduce new failure mechanisms, defects, and fault effects. This makes defect-based testing difficult, and all the needed changes in defect modeling should be taken into account and introduced continuously into the database of test generation and fault simulation tools.

We have developed a new approach for hierarchical defect simulation based on defect preanalysis for the components included into the libraries, and using the results of preanalysis in higher level fault modeling. The cornerstone of the new approach is - the functional fault model as a method for mapping faults from one hierarchical level to another. Based on this approach, a hierarchical algorithm for defect-oriented deterministic test generation was developed and implemented [6].

A methodology was developed which allows to find the types of defects that may occur in a real circuit, to determine their probabilities of occurrence, and to find the input test patterns (logical constraints) that allow to activate and detect these defects. This set of constraints which allows to detect all defects in a given component is called functional fault model of the component.

According to this model, each library component is represented by a set of logical constraints needed for activating the defects in the component. Simulations for finding the constraints are carried out on the layout level of components. The set of logical constraints can be regarded as a method for mapping physical defects to the logic level.

During higher (logic) level test generation and fault simulation the physical defects are modeled only by logical constraints without referring back to the layout details.
The proposed functional fault model allows to represent and handle arbitrary physical defects not only in the library components, but also the physical defects in the communication network of components by the same technique.

There is a class of physical defects which increase the number of states in the circuit. To activate these defects, sequences of patterns (sequential constraints) are needed. Simulation based technique to find sequential constraints is not the best solution. For this purpose analytical approach was developed. A physical defect in the component is modeled as a defect variable in a generic Boolean differential equation which includes both the correct and faulty behavior of the component. Solutions of these
equations give the logical constraints (or sequential constraints) for activating defects locally. In such a way, for example, the bridging faults that cause a feedback and transform a combinational circuit into a sequential one, can be modeled for test generation purposes.

A defect-oriented deterministic test generation tool (DOT) was developed [6]. The experimental data obtained by the tool for ISCAS' 85 benchmark circuits are presented in Table 2. It was shown that $100 \%$ stuck-at fault tests covered only about $75-82 \%$ physical defects (column 5 in Table 2). The main feature of the new tool is its ability to reach $100 \%$ defect testing efficiency (percentage of covering the non-redundant defects) for the given set of defects by proving the redundancy of not detected defects. The tool allows to prove the redundancy of physical defects in relation to the logic behavior of a circuit.

TABLE 2. EXPERIMENTAL DATA OF DEFECT-ORIENTED TEST GENERATION

| Circuit | Number of defects |  |  | Defect coverage |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | All <br> defects | Redundant defects |  | $100 \%$ stuck-at fault ATPG |  |  |  | DOT

Column 6 in the Table 2 shows the defect testing efficiency after proving the redundancy of defects inside the library cells, and column 7 shows the defect testing efficiency after proving the redundancy for the whole set of defects. The column 8 shows the defect testing efficiency reached by the test generation tool DOT.

## 7. Design and Test Research Environment

The experimental tools developed as a side effect of the research carried out at TUT during the recent 5-6 years are organized as an experimental R\&D environment for investigating a broad set of design and test problems (Fig. 9). The environment consists of the following parts:

- Synthesis tools (high-level and logic level synthesis).
- Test generation and fault simulation tools (hierarchical, logic and defect level test sequence generators).
- Converters (interfaces between tools).
- Other (university) tools linked to the environment.

Design information can be created in different ways: (1) VHDL files to be processed by commercial or experimental high-level or logic synthesis systems, (2) manually by schematic editors. The gate-level design is presented in the

EDIF format. In university research practice, ISCAS benchmark families which have their own presentation format (ISCAS format) are widely used. In order to link test generation and fault simulation tools with all the needed formats, different converters are developed. EDIF netlists can be converted into ISCAS'85 or ISCAS'89 formats. Necessary technology library files to support such conversion have been created for the research environment.

The Turbo-Tester tools are based on SSBDDs, they have EDIF-SSBDD converters to link the tools with commercial CAD systems. Hierarchical ATPG DECIDER uses two inputs - higher level (RTL) descriptions in VHDL and low gate-level descriptions in EDIF. For importing VHDL descriptions to DECIDER which uses high-level DDs as input, a converter VHDL-DD is available.

As a set of examples, the following design flows can be exercised in this environment.

- Design and hierarchical ATPG. RTL VHDL design is synthesized by high-level synthesis tool. A logic level synthesis for the high-level blocks follows. For these designs DD and SSBDD models are generated. Using DDs and SSBDDs, hierarchical ATPG DECIDER generates test sequences.
- Logic level ATPG. Using SSBDDs, Turbo Tester ATPG generates logic level test patterns targeted to detect logic level stuck-at faults.
- Defect-oriented ATPG. Using SSBDDs and the defect library, the defect-oriented test generator DOT generates test patterns targeted to defect
physical defects. The defect libraries available are created in cooperation with Warsaw University of Technology.
- University tools that traditionally use ISCAS benchmarks can be linked via EDIF-ISCAS converter to commercial design tools.


Fig. 9. Hierarchical design and test research environment

Turbo Tester tool set represents an independent logic level test research environment. It consists of a set of tools for solving different test related tasks by different methods and algorithms:

- Test pattern generation by deterministic, random and genetic algorithms.
- Test optimization (test compaction).
- Fault simulation and fault grading for combinational and sequential circuits by different algorithms.
- Defect-oriented fault simulation and test generation.
- Multi-valued simulation for detecting hazards and analyzing dynamic behavior of circuits.
- BIST analysis and quality evaluation for different BIST architectures.
All the Turbo Tester tools operate on the model of SSBDD. The tools run on the structural level whereas two possibilities are available - gate-level and macro-level modeling. In the latter case, the gate network is transformed into macro network where each macro represents a tree-like sub-network. Using the macro-level helps to reduce the complexity of the model and to improve the performance of tools. The fault model used in the Turbo Tester is the traditional stuck-at one. However, the fault simulator and test generator can be run also in the defect-oriented mode, where defects in the library
components can be taken into account. In this case, additional input information is needed about defects in the form of defect tables for the library components.

A selection of the prototype tools described above together with a set of separate tools (Java applets) developed specially for teaching purposes are integrated into e-learning environment to support university courses by providing opportunity for the students for hands-on training [26]. This environment consists of toolsets: (1) Turbo Tester - CAD Software for Digital Test, (2) xTractor - CAD Software for High-Level Synthesis, (3) DefSim - HW/SW environment for experimental study of CMOS defects, (4) BIST Analyzer - a training system for learning self-testing issues of modern multi-core electronic systems, (5) Trainer 1149 - a multi-functional SW system, which provides a simulation, demonstration, and CAD environment for learning, research, and development related to IEEE 1149.1 Boundary Scan (BS) standard, (6) Applets for training and teaching logic synthesis and test at gate- and register transfer levels, (7) Applets for FSM Decomposition and Synthesis, (8) Deterministic traffic generator for NoC simulator, and (9) Test Time Calculator (Simple NoC simulator, based on XY-routing).

The laboratory tasks developed for this environment represent simultaneously real research problems, which
allow to foster in students critical thinking, problem solving skills and creativity in a real research environment and atmosphere.

## Conclusions

An overview was given about the recent research results at TUT in the field of design and test of dependable embedded systems. These results have been obtained thanks to the broad international cooperation during the last decade in frame of several EU projects like SYTIC, VILAB, REASON, eVIKINGS II, VERTIGO [27]. As a result of these projects, two new competence centres were established - Estonian Research Centre for Dependable Computing and Estonian Development Centre of Mission Critical Embedded Systems (ELIKO). ELIKO contracts between 7 private SMEs in Estonia under the leadership of TUT. Both centres are working on transfer of technology to local industry. Through ELIKO very tight links have been established now between the Academia and the industry of Estonia.

As a side-effect of the research carried out during recent years, an experimental research environment has been developed to support in the future both, research and teaching. The originality of the environment is in multifunctionality of the system (important for research and training), low-cost and ease of use. The multi-functionality means that different abstraction level models can be easily synthesized (to analyze the influence of the complexity of the model to the efficiency of methods); different methods of the same task are implemented (to analyze the efficiency of different approaches), the fault models can be easily changed and updated (to analyze the adequacy and accuracy of testing). The multi-functionality allows to set up and modify easily different experimental schemes and scenarios for investigating new ideas and methods. This multi-functionality gives an excellent opportunity for students working in this environment to understand the ideas, advantages and drawbacks of different methods at changeable conditions. In traditional commercial design tools these purely research oriented possibilities are missing.
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# Enhancing Path Delay Fault Coverage by Weighted Pseudorandom Test Generation 

Øystein Gjermundnes, Einar J. Aas


#### Abstract

The implementation of a system for analyzing circuits with respect to their path-delay fault testability is presented. It includes a path-delay fault simulator, and an ATPG for path-delay faults combined into a test tool. The test tool is used to evaluate the performance of several different test vector generators. The test generators exploit weighted pseudo-random stimuli generation, based on arithmetic BIST and SIC patterns. The main goal is to find efficient heuristics that improves path-delay fault detection efficiency in terms of test time. We show that weighted ABIST stimuli are productive for detecting the K-longest path-delay faults for most circuits. On the average, we obtained fault coverage of $\mathbf{9 2 . 6 \%}$ for the $\mathbf{2 0 . 0 0 0}$ longest paths on iscas' 85 circuits.


Index Terms - Built-in testing, Fault diagnosis, Automatic testing.

## I. InTRODUCTION

Defect oriented testing is gaining attention, and Path Delay Fault (PDF) testing is one of the more challenging problems to study [9]. The test method toolbox has expanded significantly over the last decade. Various trade-offs on test methodology, test quality (measured by various fault coverage metrics), design-fortest development costs, silicon overhead, and cost of Automatic Test Equipment, including test application time, are performed.

For PDF testing, deterministic test pattern pairs, or BuiltIn Self-Test (BIST) generated patterns may be exploited. We have chosen to explore the possible usage of BIST methods. This paper describes the implementation of a system for analyzing circuits with respect to their pathdelay fault testability. The system includes a path-delay fault simulator, and an Automatic Test Pattern Generator (ATPG) for path-delay faults, combined into a test tool. The test tool is used to evaluate the performance of different test vector generators that may be used in various BIST

[^0]arrangements. The test generators exploit weighted pseudorandom stimuli generation, based on arithmetic BIST principles. We show that this is a viable BIST method for detecting the K-longest path-delay faults with satisfactory PDF coverage for many circuits, but not for all circuits. We employ the tool on iscas' 85 circuits. Our focus is on the methodology, not on specific stimuli generators. We envision the use of compact software programs, like published [8], to be loaded into the system under test. An in-depth presentation of this test project is found in [5].


Fig. 1. c17 with one of its paths highlighted

## II. Path Delay Fault Simulation Model

The path-delay fault model was proposed by Smith [9]. A definition of the path-delay fault model from [1] is:

The delay defect in the circuit is assumed to cause the cumulative delay of a combinational path to exceed some specified duration. The combinational path begins at a primary input or a clocked flip-flop, contains a connected chain of gates, and ends at a primary output or a clocked flip-flop. The specified time duration can be the duration of the clock period (or phase), or the vector period. The propagation delay is the time that a signal event (transition) takes to traverse the path. Both switching delays of devices and transport delays of interconnects on the path contribute to the propagation delay.

There are two path-delay faults associated with each physical path in the circuit: slow-to-rise, and slow-to-fall. Fig. 1 shows one path. The path-delay fault model has the ability to detect distributed defects caused by statistical process variations. A test for a path-delay fault will also detect any spot defects along the path. The number of paths,
and thus path-delay faults, may be exponential in the number of gates in the circuit.

The selection of proper simulation algebra (alphabet and logic rules) is crucial for any logic/fault simulator. Our simulator PDFSim uses the $\mathbf{6}$-valued algebra developed by [9]. Several features to obtain an efficient simulator are presented in [5], see also [4]. Of course, a two-pattern test vector is needed for delay fault testing. We adopt SIC (Single Input Change) vectors, because it was shown in [11] that such vectors are more effective than Multiple Input Change vectors for robust and non-robust testing.

## III. Automatic Test Pattern Generation

It is intractable to test all path-delay faults in a circuit. There are nearly $\mathbf{1 0}^{\mathbf{2 0}}$ paths in one of the iscas' 85 circuits! One accepted strategy is to test a subset of all possible path delay faults. The longest testable paths are of particular importance for high quality delay testing. An algorithm for extracting the K -longest testable path-delay faults (K-LTPDF) in a circuit has been developed, and integrated with the fault simulator. The test generators employed will be evaluated against the fault lists containing K-LT-PDF.

The earliest attempts at creating an ATPG that could extract the K-LT-PDF were very inefficient. ATPGs normally employed two separate phases. Usually, a lot of paths are untestable, and a structural path extractor would find and pass a lot of untestable paths to the test generator. Fortunately, by combining the structural path extractor and the test generator, it is possible to prune the search space significantly by sorting out untestable sets of paths at an early stage. This approach was originally used by Qiu and Walker [12]. We have introduced several improvements in terms of efficiency, including recursive learning [6], and FAN-like [3] justifications. Recursive learning is a method for extracting all logical dependencies between signals in a circuit, and to perform precise implications for a given set of value assignments.

## IV. BIST-BASED Stimuli Generators

## A. Basis Vectors

First, we wanted to investigate whether ABIST generators of a simple kind, namely accumulator based stimuli generators, would provide sufficient basis for pseudo-random patterns. In particular, the generator described in [8] was investigated:

$$
\begin{equation*}
\mathbf{A}_{\mathbf{i}}=\mathbf{A}_{\mathbf{i}-1}+\mathbf{C}\left(\bmod 2^{\mathrm{n}}\right), \mathbf{A}_{\mathbf{0}}=\mathbf{I}, \quad \mathrm{i}=1,2,3, \ldots, \mathrm{~V} \tag{1}
\end{equation*}
$$

By carefully selecting the parameters $\mathbf{C}$ and $\mathbf{I}$, one may exhaustively cover every subinterval of size $\mathbf{r}$ within the first $\mathbf{2}^{\mathbf{r}}$ test vectors. This generator may be implemented as a compact software program in a micro controller. It will generate uniformly distributed values. Let us call these patterns UDB (Uniformly Distributed Basis) patterns.

But are these generated values of adequate statistical quality? We compared the generator against a Mersenne

Twister (MT) generator [7]. This generator is considered as an excellent benchmark for uniformly generated pseudorandom numbers. But it is much more complex to implement in SW or HW. The simple ABIST generator given in (1) was not as efficient. But by combining three generators of type (1), and proper weighting, we developed a better basis, called GAU ( U -for uniform). This generator yields considerably shorter test application times than a Mersenne-based generator will.

The rationale behind the use of weighted test patterns is as follows: consider Fig. 1. For a path to be sensitized from input to output, proper controlling values must be applied to the inputs not included in the path. We are looking for ABIST patterns that exhibit statistical properties inductive to fault detection. It is known that proper weighting of input values, i.e. non-uniform distribution of ones and zeros, might enhance the efficiency of fault detection.

Thus, we devised various schemes for weighting the random patterns. These schemes employed the basic generator, with added features for weighing. Transitions on input pins were generated by so-called Single Input Change (SIC) vectors. From a basis vector, we toggle one bit at a time to obtain two-pattern test vectors. For an N -input circuit, $\mathbf{2 N}$ vectors are generated this way.
First, we define the GA1 generator: use of the GAU generator, and SIC vectors. This yields a uniform generator, which we will compare potential weighting heuristics against.

## B. GA2: stuck-at test set weights

Weights are based on a deterministic test set (obtained from a commercial ATPG) for stuck-at faults. For each input pin, we counted the relative number of ones and zeros, and used these numbers as weights. Don't cares were counted in both the one and the zero set. Basis vectors are generated from (1), with $\mathbf{r}=16$, and three sets of (C, I) values.

The rationale is that these patterns have contributed to controlling values on the inputs for efficient stuck-at fault detection, and may be promising as candidates for path delay fault testing as well.

## C. GA3: counting based weights

Weights are generated based on fault coverage measurements. The circuit is first fed from a pseudorandom generator of type GA1. Two counters (S0Ctr, $\mathbf{S 1 C t r})$ are associated with each input. These counters store the number of path-delay faults detected when the input has a stable value ( $\mathbf{S 0}$ or $\mathbf{S 1}$ ). When a predetermined number of basis patterns $(10 \mathrm{M})$ has been applied, the weighting factors can be computed for every input according to:

$$
\begin{align*}
& \mathrm{p} 0=\mathbf{S} \mathbf{0 C t r} /(\mathbf{S} 1 \mathrm{Ctr}+\mathbf{S} \mathbf{0 C t r}),  \tag{2}\\
& \mathrm{p} 1=\mathbf{S} 1 \mathrm{Ctr} /(\mathbf{S} 1 \mathrm{Ctr}+\mathbf{S} \mathbf{0 C t r}) . \tag{3}
\end{align*}
$$

Subsequently, we rerun the fault simulator with these weights. This yields the generator GA3. This heuristic is
inspired from the fact that patterns with more weight on the HIGH value are productive for AND/NAND gate testing.

Notice that the counting is not activated before 100 basis patterns have been applied. This will leave out the easy-todetect faults. These faults will be detected anyway.

## D. GA4 and GA5

Two less successful schemes were GA4 and GA5. GA4: similar to GA2, but weights were computed with "reseeding". One output pin at a time was considered when recording fault detection of a test vector. The weight set was recomputed once for every output pin.

GA5 is similar to GA4, but the sequence of seeds was optimized somehow.

## E. GA6: weights based on deterministic tests

Similar to GA2, except that weights are generated based on a deterministic test set for path-delay faults. First, a test set for the 20.000 longest paths of non-robust faults was generated. Then, for each pin, we computed the ratio of ones (zeros) that occurred in the complete test set. Don't cares were counted twice, both as 0 and 1 . These values were used as weights throughout the experiment, similar to GA3 above.

## V. EXPERIMENTS

Armed with the tools and generators described above, several experimental runs were set up.

## A. Benchmark circuit properties

Circuits from the iscas' 85 benchmark suite were engaged in the experiments presented below. Some information about each circuit is provided in this section.

The number of inputs (I), outputs (O), gates (G), logical levels ( L ) and physical paths ( P ) for each circuit is shown in Table 1 (the two last columns will be discussed in Section 5.2.1). The number of paths is much larger than the stuck-at fault set. Notice in particular the huge number of paths for benchmark c6288 (a 16x16 bit array multiplier).

The circuits c432 and c499 are omitted from most of the experiments because they contain XOR-gates, which are not currently supported by the ATPG. Another circuit that is omitted from most experiments is c6288. The large number of paths in this circuit causes problems for both the simulator and the ATPG. C17 is discarded for its simplicity. The rest of the benchmarks are used in all experiments.

TABLE 1
BENCHMARK PROPERTIES

| Circuit | I /O | G/L | P | UB | PF |
| :--- | :--- | :--- | :--- | :--- | :--- |
| c880 | $60 / 26$ | $469 / 25$ | 8642 | 16652 | 16652 |
| c1355 | $41 / 32$ | $619 / 25$ | 4173216 | 1110076 | 20000 |
| c1908 | $33 / 25$ | $938 / 41$ | 729057 | 355197 | 20000 |
| c2670 | $233 / 140$ | $1566 / 33$ | 679960 | 1306884 | 20000 |
| c3540 | $50 / 22$ | $1741 / 48$ | 28676671 | 12330969 | 20000 |
| c5315 | $178 / 123$ | $2608 / 50$ | 1341305 | 353300 | 20000 |
| c6288 | $32 / 32$ | $2480 / 125$ | $10^{* * 20}$ | - | - |
| c7552 | $207 / 108$ | $3827 / 44$ | 726494 | 282752 | 20000 |

## B. Experimental results

This section presents some statistical properties of the sequences generated by the different test generators described in Section 4. This information can be used as an aid in the interpretation of the results.

## EX1: Find the K-longest testable paths

The objective of this experiment was to find the longest non-robust testable paths of each benchmark circuit, which was done by using the ATPG tool described in Section 3. Provided unlimited time and memory, the tool would list all testable faults in each circuit. Unfortunately, some of the circuits contain a huge number of testable path-delay faults, and this would cause the size of the data structure inside the ATPG tool to blow up. In order to keep the whole path store inside computer memory, the size of the path store was set to a maximum of 1 M . The ATPG was asked to find the 20.000 longest non-robust testable paths in each of the benchmarks. The number of such paths found (PF) for the different circuits are listed in the last column of Table 1, together with an upper bound (UB) [2] of all non-robust path delay faults. Since all circuits except c880 contain more than 20.000 testable paths, the ATPG had no problem finding 20.000 testable paths. It is reassuring to notice that the upper bound of c880 from [2] coincides with the number of paths we found.

EX2: Determine no. of paths detected by unweighted pseudo-random stimuli

In this experiment test vectors were applied, and the number of detected path-delay faults and their length were logged. The test vectors were generated with an unweighted Mersenne Twister pseudo-random generator (GT1). The purpose was to obtain information about the number of paths of different lengths detected by a standard pseudorandom generator. Typical results are presented in Figure 2.


Fig 2. No. of detected paths vs. path length for various no. of test vectors

The longer paths are not as easily detected as the shorter paths. This is to be expected; long paths need more constraints than shorter paths.

In fact, we found that for all circuits, a randomly selected physical path is longer than the average length of the paths detected within 4M test vectors. The average physical path was from $9.8 \%$ to $72 \%$ longer. Clearly, UDB patterns are not effective for detecting the longest PDFs.

## EX3: Comparison of GA1-GA5

In this experiment the performances of GA1-GA5 were evaluated. The experiment exploited the fault simulator described in Section 2.10M test patterns were simulated for each circuit and generator. Each simulation run was repeated 10 times with different seeds in order to cover statistical variations. Table 2 presents the average number of detected faults over 10 trials after $\mathbf{1 0 M}$ applied test vectors.

TABLE 2
DETECTED FAULTS AFTER $10 M$ APPLIED TEST VECTORS

| Circuit | GA1 | GA2 | GA3 | GA4 | GA5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| c880 | 8714 | 16194 | $\mathbf{1 6 5 5 0}$ | 16470 | 16473 |
| c1355 | 1050139 | 1085021 | $\mathbf{1 1 1 0 2 9 7}$ | 1110264 | 1110258 |
| c1908 | 269846 | 283665 | $\mathbf{3 4 9 6 1 3}$ | 349579 | 349568 |
| c2670 | 51739 | 85948 | $\mathbf{1 0 7 7 1 1}$ | 102734 | 104141 |
| c3540 | 588541 | 996001 | $\mathbf{1 0 6 2 7 1 8}$ | 1050384 | 1050579 |
| c5315 | 173526 | 309498 | $\mathbf{3 3 9 3 9 6}$ | 339122 | 339157 |
| c7552 | 146754 | $\mathbf{1 8 5 9 8 3}$ | 185687 | 185264 | 185383 |
| Sum | 2289259 | 2962310 | $\mathbf{3 1 7 1 9 7 2}$ | 3153817 | 3155559 |

The best result, i.e. the highest number of detected faults, is shown in bold in Table 2 for each circuit. The stimuli generator with the poorest performance is the unweighted pseudo-random generator GA1. This generator detected the fewest number of non-robust path delay faults in all tests. Generator GA2, which is a weighted pseudo-random generator with weights based on a deterministic test set for stuck-at faults, is somewhat better than GA1. The best generators are GA3, GA4, GA5 and GA6.

The performances of GA3, GA4 and GA5 do not differ by much, but the results point in favor of GA3, which detects most path-delay faults for all but one benchmark. GA3 is a weighted pseudo-random generator with weights based on the counting scheme described in Section 4.

We performed the same experiments with the MT as the basic pseudorandom generator. To summarize, the results were in general only slightly better than for the ABIST generator. For example, the equivalent of GA3 exhibited a total improvement (summed over all circuits) of $0.12 \%$ more detected path delay faults.

## EX4: Weighted pseudo-random patterns to find the K-longest testable path-delay faults

The purpose of this experiment was to find out if proper weighting of pseudorandom stimuli, based on $K=20.000$ deterministic test patterns for path-delay faults, would yield more efficient path delay tests than using uniformly distributed patterns. The experiments were conducted as follows:

First, the $K=20.000$ longest testable path-delay faults were extracted for each circuit as described in EX1. For each detected path, the path number was stored in a file together with the corresponding path length and test vector. Weights for GA6 and GT6 were then extracted based on each test set as described in Section 4. Notice that generators labeled GTi refers to the use of Mersenne Twister random numbers, but with same heuristics as the corresponding GAi ( $\mathrm{i}=1-6$ ).

Prior to each simulation run a fault list with the 20.000 longest testable path delay faults was uploaded to the simulator. 10M single-input-change test patterns were then applied to each circuit for each generator. Each simulation run was repeated 10 times with different seeds in order to cover statistical variations. Six different generators were used: GA1, GA3, GA6, GT1, GT3 and GT6.

The three generators GA1, GA3 and GA6 are using the exact same underlying accumulator based pseudo-random generator. GA3 and GA6 are weighted pseudo-random generators, and will be compared against GA1 (uniform
weights). The three generators GT1, GT3 and GT6 are using the exact same underlying MT pseudo-random generator. GT3 and GT6 are weighted pseudo-random
generators, and will be compared against GT1 (uniform weights).


Fig 3. Typical curves of fault detection vs. no. of test vectors applied

## Two measures were recorded:

Fault coverage in relation to the size $(\mathrm{K})$ of the fault list. ( $K=20000$ for all circuits except c880 which contains only 16652 non-robust testable paths).

Test time speedup, defined as the ratio:

$$
\begin{equation*}
R_{\text {imp }}\left(\text { meth }_{x}\right)=N T P(\text { uniform }) / N T P\left(\text { meth }_{x}\right) \text {, } \tag{4}
\end{equation*}
$$

where NTP represents the number of test patterns. The name of the stimuli generator is used as argument (meth $x_{x}$ ).

TABLE 3
FAULT COVERAGE, FC, OF BEST METHOD AFTER $10 M$ APPLIED TEST

| VECTORS |  |
| :--- | :--- |
| Circuit | FC $^{2}\left(\mathrm{GA}_{\mathrm{x}}\right)$ |
| c 880 | $99.3 \%$ (GA3) |
| c1355 | $100 \%$ (GA3) |
| c1908 | $97.6 \%$ (GA3) |
| c2670 | $67.9 \%$ (GA6) |
| c3540 | $86.9 \%$ (GA6) |
| c5315 | $96.7 \%$ (GA6) |
| c7552 | $99.8 \%$ (GA3) |
| Average | $92.6 \%$ |

During simulation the fault coverage, FC, was sampled from time to time until 10M test patterns had been applied. Figure 3 shows two typical curves of fault detection vs. no. of test vectors applied. The lowest curves represent unweighted stimuli, while the other curves are given for four different weighting schemes. The improvements are notable for GA3 and GA5.

Table 3 shows the fault coverage after $\mathbf{1 0 M}$ test vectors. The numbers in the second column represent fault coverage achieved with the best generator of GA3 and GA6.

We observed that the GT methods are slightly better than the GA methods. Furthermore, 5 out of 7 circuits attain $97.6 \%$ fault coverage, or more. Two circuits exhibit inferior fault coverage, and need more test patterns or other methods of path-delay fault detection.

As mentioned, similar experiments were carried out with the MT as the basic pseudorandom generator, in order to
check possible improvement when using a more authoritative pseudorandom generator. These generators are called GT1-GT6. The MT resulted only in slight improvements. The average fault coverage increased from $92.6 \%$ to $93.6 \%$.

The standard deviation of the sample fault coverage after $10 M$ applied test patterns over the 10 trials was also computed. It varied from $0 \%$ to $1.5 \%$. Thus, the seed value does not influence the outcome much.

## C. Test time speedup

One important goal in testing is the ability to obtain a desired test quality for less cost. In our case, test time, i.e. no. of test vectors to be applied for a given test quality, should be kept at a minimum. In order to measure the speedup of a weighted generator over that of a uniformly distributed pseudo-random generator, one can compare the number of test vectors needed in order to achieve the same fault coverage. The target coverage in our case was set to the fault coverage attained with the unweighted generator after application of 10 M stimuli. The improvement factors of the best-weighted generator over uniformly distributed stimuli, defined in (4), are listed in Table 4.

TABLE 4
TIME SPEEDUP OF BEST METHOD OVER UNIFORMLY DISTRIBUTED STIMULI

| Circuit | $\mathrm{R}_{\text {imp }}\left(\mathrm{GA}_{\mathrm{x}}\right)$ | $\mathrm{R}_{\text {imp }}\left(\mathrm{GT}_{\mathrm{x}}\right)$ |
| :--- | :--- | :--- |
| c 880 | 11.9 | 15.1 |
| c1355 | 1.5 | 2.7 |
| c1908 | 8.0 | 10.8 |
| c2670 | 10.7 | 14.3 |
| c3540 | 7.1 | 9.1 |
| c5315 | 4.7 | 7.0 |
| c7552 | 1.0 | 1.0 |

We observe time speedups from nothing to a factor 11.9 (GA) or 15.1 (GT)! However, it is unfortunately not possible to devise an a priori metric that may predict speedup. But given the potential of substantial savings in
test time, and thus savings of test cost, it can be recommended to experiment with GA3 and GA6 for a newly designed circuit, and use this method whenever beneficial.

## 6. CONCLUSION

A system for analyzing circuits with respect to their pathdelay fault testability has been presented. It includes a pathdelay fault simulator, and an ATPG for path-delay faults combined into a test tool. This tool was used to evaluate the performance of different test vector generators for various BIST arrangements. The test generators exploit weighted pseudo-random stimuli generation, based on arithmetic BIST principles. We did find useful heuristics that improve path-delay fault efficiency in terms of test time. We showed that weighted ABIST stimuli are productive for detecting the K-longest path-delay faults for many circuits. On the average, we obtained fault coverage of $92.6 \%$ for the 20.000 longest paths on a subset of iscas' 85 circuits. We observed time speedups from nothing to a factor 12 with the accumulator based stimuli generator, making it well worth the effort of experimenting with such methods for potential high quality path-delay fault testing. However, it should be noted that our methods do not always give significant improvements, and are not generally applicable.

Future work would involve using the simulator and the ATPG to create better generators based upon knowledge about the structure of the circuit. We might also investigate the influence the number of longest paths will have on the test quality obtainable.
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# Programming Calculations in ManyDimensional Boolean Space 
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#### Abstract

The set of macro operations POBS over Boolean $2^{\boldsymbol{n}}$-component vectors is offered, which essentially facilitates programming calculations in many-dimensional Boolean space. The application of that set is illustrated by examples of the analysis of partial Boolean functions on a monotony and presence of functional regularities, solving problems of sequential composition and decomposition. An important role is played by operations of interaction between adjacent units of the space.


Index Terms - Boolean space, programming combinatorial problems, efficient macro operations.

## I. Introduction

Aset composed of $2^{n}$ Boolean $n$-component vectors is called the Boolean $n$-dimensional space. The relation of neighborhood is defined there - two vectors are called adjacent, if they differ by values exactly in one component. This relation can be represented by a graph, where nodes correspond to elements of the Boolean space, and edges join nodes corresponding to adjacent elements. Such graphs are widely used in the educational literature for the description of methods of Boolean functions minimization and solution of other logical design tasks. However, already at $n>5$ the graph image becomes too complicated and inconvenient for practical usage which is illustrated by Fig. 1.

More acceptable from the programming point of view is the representation of $n$-dimensional Boolean space as a Boolean $2^{n}$-vector, i.e. a vector with $2^{n}$ components corresponding to elements of the space. These components are numbered starting with zero: component with number $k$ corresponds to an element of the considered Boolean space which represents $n$-component Boolean vector specifying the binary code of number $k$. Assigning to components of $2^{n}$-vector the values from set $\{0,1\}$, it is possible to set any

[^1]Boolean function of $n$ variables. For example, the Boolean vector

$$
\begin{aligned}
& f=10000000000000000000100000000001 \\
& 10000000000000000011000000000001
\end{aligned}
$$

defines a Boolean function $f$ of six variables $x_{1}, x_{2}, x_{3}, x_{4}$, $x_{5}, x_{6}$, receiving the value 1 on the following sets of their values: 000000, 010100, 011111, 100000, 110010, 1100011, 111111.

For convenience of visual perception the vector $\boldsymbol{f}$ is divided into eight fragments corresponding to intervals of the Boolean space with internal variables $x_{4}, x_{5}, x_{6}$. These fragments represent coefficients of disjunctive Shannon decomposition of the function $\boldsymbol{f}$ by variables $x_{1}, x_{2}, x_{3}$.

Boolean $2^{n}$-vectors serve as main objects of conversions performed at solution of manifold logic combinatorial tasks, which arise at design of discrete devices and developing systems of artificial intelligence [1]. With the purpose of raising the efficiency of their programming a basic set of macro operations over such vectors is offered in this paper. It is called POBS (Parallel Operations in Boolean Space).

As experience shows, the set POBS appears rather efficient, allowing fast operating on a modern PC with long Boolean vectors representing arbitrary Boolean functions of many variables, up to 27 including. A row presenting such a vector (containing $2^{27}=134217728$ characters) would need a paper strip of length more than 250 kilometers.

## II. COMPONENT-WISE OPERATIONS OVER BOOLEAN VECTORS

The elementary operations of the set POBS are component-wise operations: the operation of inverting over one vector and arbitrary two-place Boolean operations over two vectors of the same size. We illustrate them by the following examples.

Designate as $\boldsymbol{g}$ and $\boldsymbol{h}$ the Boolean vectors representing Boolean functions $g(\boldsymbol{x})$ and $h(\boldsymbol{x})$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right.$, $x_{5}$ ). Let

$$
\begin{aligned}
& \boldsymbol{g}=10001100001000101110000100101010 \\
& \boldsymbol{h}=00110010100011110110001101100011 .
\end{aligned}
$$

Then
$\overline{\boldsymbol{g}}=01110011110111010001111011010101$,
$\boldsymbol{g} \vee \boldsymbol{h}=10111110101011111110001101101011$,
$\boldsymbol{g} \wedge \boldsymbol{h}=00000000000000100110000100100010$,
$\boldsymbol{g} \oplus \boldsymbol{h}=10111110101011011000001001001001$, etc.


Fig. 1. Six-dimensional cube
More complicated is the operation of permutation of arguments of a Boolean function, which is presented by a Boolean $2^{n}$-vector. It is defined by a permutation on the set of variable numbers and results in the appropriate permutation of components of the vector.

For example, as a result of permutation of numbers $(4,2,1,3)$, the variables of the set $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ will rearrange in a new sequence $\left(x_{4}, x_{2}, x_{1}, x_{3}\right)$. It leads to the appropriate permutation of components of vector $\boldsymbol{f}$, representing the Boolean function $f(\boldsymbol{x})$. The component $f_{k}$ is relocated in place with number $i$, if the binary code $\boldsymbol{k}$ of number $k$ represents the result of multiplying the permutation matrix $\boldsymbol{P}$ by the binary code $\boldsymbol{i}$ of number $i$. In other words, the vector $\boldsymbol{k}$ is equal to the component-wise disjunction of columns of matrix $\boldsymbol{P}$, marked with ones in vector $\boldsymbol{i}$. It is illustrated below by the example of substitution of the component $f_{13}$ by $f_{14}$ :

|  |  |  | $\boldsymbol{P}$ |  |  | i | $\boldsymbol{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 1 |  | 1 | 1 |
| 2 | 0 | 1 | 0 | 0 |  | 1 | 1 |
| 3 | 1 | 0 | 0 | 0 | $\times$ | 0 | 1 |
| 4 | 0 | 0 | 1 | 0 |  | 1 | 0 |
|  |  |  |  | 4 |  | 13 | 14 |

Thus, permutation $(4,2,1,3)$ on the set of components of vector $\boldsymbol{x}$ results in the following permutation on the set of components of vector $\boldsymbol{f}$ :

$$
(0,8,1,9,4,12,5,13,2,10,3,11,6,14,7,15)
$$

Let $\boldsymbol{f}=011110100100$ 1001. Then the considered permutation on the set of components of this vector results in its new value $\boldsymbol{f}^{*}=0100 \quad 1110 \quad 1110 \quad 0001$, corresponding to the new order $\left(x_{4}, x_{2}, x_{1}, x_{3}\right)$ of arguments.

## III. Operations over adjacent elements of Boolean space

The set POBS contains also operations of interaction between different components of one Boolean $2^{n}$-vector $\boldsymbol{f}$, specifying a function $f(\boldsymbol{x})=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Most important are the operations over adjacent elements of Boolean space. Boolean $n$ vectors are adjacent if they differ by their values only in one component. For representation of Boolean space as a manydimensional Boolean cube such vectors are presented by nodes joint with edges.

Usage of such structure allows to perform parallel logical calculations and by that to accelerate them considerably. This idea is not new. So, a special supplement to the universal computer, called L-machine, was developed in 1961-1962 in the Siberian Physical-Technical Institute, which essentially accelerates the process of solving logical design problems [2]. The basic idea consists in executing of distributed in a Boolean space logic operations on a series of information fields playing the role of some registers. The fields are structurally similar to ten-dimensional Boolean cubes and allow to represent immediately Boolean functions of ten variables and complete component-wise operations over them. One of the fields is named main, and is used for conversions limited by one function. The circuit implementation of the main field provides simultaneous execution of any two-place Boolean operation within of each from 512 couples of elements adjacent by some selected variable.

The same idea was put in the basis of the commutative computer offered by W.D. Hillis in 1978 and designed by Thinking Machine Corporation in 1985. This computer provides information exchange in a multiprocessor computer, which components are immediately connected with each other similarly to nodes of the $n$-dimensional Boolean cube. Transfer of a portion of information between any two processors in such computer takes no more than $n$ time clicks. Several commutative computers where created and used by the researches working in the field of artificial intelligence to solve the logic inference problems [3].

When the number of arguments $n$ exceeds 5 it is convenient to set vector $\boldsymbol{f}$ by a Boolean matrix of size $2^{5} \times 2^{n-5}$, representing its 32 -element rows by words in the computer memory (what is adequate for the majority of modern computers). In this case any two units of the space $M$ adjacent by the variable $x_{k}$ belong to the same word if $k<$

6 , and belong to different words otherwise, that should be taken into account at programming. Let's remark, that in presented below examples it is more convenient for visual perception to use matrices by the size $2^{4} \times 2^{n-4}$.

We introduce the following elementary operations of conversion of a Boolean function $f(\boldsymbol{x})=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ presented with vector $f$, by interaction of adjacent units:
$\boldsymbol{f}-k$ - assignment of value 0 to argument $x_{k}$,
$\boldsymbol{f}+k$ - assignment of value 1 to argument $x_{k}$.
These operations are illustrated by the following matrices, splitting the set of elements of vector $\boldsymbol{f}$ into two parts corresponding to different values of the selected variable $x_{k}$ and called below conditionally left (marked bold font for $x_{4}$ ) and right:

$12 \boldsymbol{f}+4 \quad \boldsymbol{f}-1$

At execution of the operation $\boldsymbol{f}-k$ both elements in each couple adjacent by the variable $x_{k}$ accept value from the left part, at execution of the operation $\boldsymbol{f}+k$ - from the right part. If $n<6$ (in the given example if $n<5$ ) this operation is implemented by means of appropriate shift of columns in the matrix, otherwise - of rows.

By way of generalization we shall enter the following operations, in which instead of the scalar $k$ the $n$ component Boolean vector $\boldsymbol{u}$ is used:
$\boldsymbol{f}-\boldsymbol{u}$ - assignment of value 0 to all arguments $x_{k}$, which correspond to 1 -components (having value 1) $u_{k}$ of vector u,
$\boldsymbol{f}+\boldsymbol{u}$ - assignment of value 1 to all arguments $x_{k}$, which correspond to 1-components $u_{k}$ of vector $\boldsymbol{u}$.

The first of these operations can be interpreted as obtaining the initial coefficient $f_{0}$ of disjunctive Shannon decomposition of function $f$ by all variables of the set $\boldsymbol{u}$ (in this case all variables receive value 0 ), the second - as obtaining the finite coefficient $f_{1}$ (when all variables receive value 1 ).

For example, if $n=8$ and $\boldsymbol{u}=01100010$, the operation $\boldsymbol{f}-\boldsymbol{u}$ is equivalent to the composition $((\boldsymbol{f}-2)-3)-7$, and the operation $\boldsymbol{f}+\boldsymbol{u}$ is equivalent to the composition $((f+2)+3)+7$. Thus the same value is assigned to variables $x_{2}, x_{3}$ and $x_{7}$.

Let's introduce also the operation of symmetrization $\mathrm{S} \boldsymbol{f}^{*} k$, at which execution the both adjacent by variable $x_{k}$ elements in each couple gain an identical value, as a result of application of the operator $*$, selected from the set $\{\vee, \wedge$, $\rightarrow, \oplus, \ldots\}$, to the initial values of the elements of a couple. This operation also is reduced to the surveyed above, as

$$
\mathrm{S} \boldsymbol{f} * k=(\boldsymbol{f}-k) *(\boldsymbol{f}+k)
$$

For example,
$f$

|  | -- -- - |
| :---: | :---: |
|  | 0110110101011110 |
|  | 0010010000010110 |
|  | 1100101001110001 |
|  | 0100010111010011 |

0111111101111111
0011011000110110
1111101111111011
| 1101011111010111

## 12

$S f \vee 3$
$S f \wedge 6$

In particular, operation $S \boldsymbol{f} \oplus k$ represents the well known operation of derivation of a Boolean function by the variable $x_{k}$.

The operation of symmetrizing $\mathrm{S} \boldsymbol{f}^{*} k$ also is generalized by usage of a vector $\boldsymbol{u}$ instead of a scalar $k$. It is represented by expression $\mathrm{S} \boldsymbol{f}^{*} \boldsymbol{u}$ and is equivalent to the sequence of operations $\mathrm{S} \boldsymbol{f}^{*} k_{i}$, in which scalars $k_{i}$ represent the numbers of 1 -components of vector $\boldsymbol{u}$. In this case operator $*$ is selected from the set $\{\vee, \wedge, \oplus\}$.

For example, if $\boldsymbol{u}=010011$, the operation $\mathrm{S} \boldsymbol{f} \wedge \boldsymbol{u}$ is equivalent to the expression

$$
S(S(S f \wedge 2) \wedge 5) \wedge 6
$$

It can be interpreted in such a way: all elements of the fragment of vector $\boldsymbol{f}$, corresponding to conjunction $\bar{x}_{1} \bar{x}_{3} \bar{x}_{4}$, gain value 0 , if even one of them was equal to 0 .

## IV. OPERATIONS OF CONVERSION OF DIMENSION OF Boolean vectors

Such operations allow to implement interaction between Boolean vectors of different dimension.

Consider two Boolean vectors:
$n$-vector $\boldsymbol{u}$ with $k$ ones marking some $k$ variables from the set $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$,
$2^{k}$-vector $\boldsymbol{h}$, specifying the Boolean function $h$ of the marked variables.

We introduce into set POBS the operation $\boldsymbol{h} \times \boldsymbol{u}$ of transfer of the function $h$ into a fragment of the Boolean space of $n$ variables, which corresponds to the conjunction of inversions of not marked in $\boldsymbol{u}$ variables. By that all elements of remaining fragments gain value 0 .

Let, for example, $n=5, \boldsymbol{u}=01101$ and $\boldsymbol{h}=10010011$.

Then a Boolean $2^{5}$-vector is created, in which the fragment corresponding to the conjunction $\bar{x}_{1} \bar{x}_{4}$ is selected (marked with bold):

000000000000000000000000 00000000,
and the vector $\boldsymbol{h}$ is inscribed in it. As a result, the following vector is obtained:
$\boldsymbol{h} \times \boldsymbol{u}=10000100000011000000000000000000$
The operation $\boldsymbol{f}: \boldsymbol{u}$ is introduced by analogy: it realizes a return carry of the information from the selected fragment of $2^{n}$-vector to the vector $\boldsymbol{h}$, specifying obtained by that Boolean function $h$ of $k$ variables. So, if $\boldsymbol{u}=01010$ and

$$
f=00110010111000001110011000011101
$$

then the fragment is found, which corresponds to conjunction $\quad \bar{x}_{1} \quad \bar{x}_{3} \bar{x}_{5}$

## 00110010111000001110011000011101

and the information contained in it is used for build-up of the required vector:

$$
h=f: u=0111
$$

If it is known, that function $f$ represented by vector $\boldsymbol{f}$ depends only on variables of the set $\boldsymbol{u}$ (the rest variables appear fictitious), then by means of the operation $\boldsymbol{f}: \boldsymbol{u}$ the latter are deleted from the function and the result is represented by vector $\boldsymbol{h}$.

## V. Operations over partial Boolean functions

Let's pass to reviewing partial (not completely defined) Boolean functions widely used when solving problems of logical design.

Any arbitrary partial Boolean function $f$ of $n$ variables can be represented by a corresponding $2^{n}$-component ternary vector $\boldsymbol{f}^{-}$. For programming it is more convenient to set it by a couple of Boolean vectors $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{0}$, also $2^{n}$ component. By that ones in the vector $\boldsymbol{f}^{1}$ mark components, on which the function $f$ receives value 1 , and in the vector $\boldsymbol{f}$ ${ }^{0}$ they mark components, where the function is equal to zero. In other words, the vectors $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{0}$ represent accordingly characteristic sets $M^{1}$ and $M^{0}$ of the function $f$.

Let, for example,

$$
f^{-}=1-001010 \text { 011--01-1. }
$$

Then

$$
\begin{aligned}
& \boldsymbol{f}^{1}=10001010011000101 \\
& \boldsymbol{f}^{0}=00110101100001000
\end{aligned}
$$

In this case the operation of assignment of value 0 to argument $x_{k}$ will be represented by the couple of operations $\boldsymbol{f}^{1}-k, \boldsymbol{f}^{0}-k$, and that of value $1-$ by the couple $\boldsymbol{f}^{1}+k$, $f^{0}+k$.

Similarly to $\boldsymbol{f}$, the Boolean vector $\boldsymbol{u}$ also can appear ternary, for example when representing some elementary conjunction Then it also should be replaced by a pair of Boolean vectors $\boldsymbol{u}^{1}$ and $\boldsymbol{u}^{0}$, in this case $n$-component. For
example, in the operation of disjunctive decomposition of a partial Boolean function $f$ by all variables of the united set $\boldsymbol{u}^{1} \cup \boldsymbol{u}^{0}$ the obtaining of the coefficient at that conjunction is carried out by the series of operations

$$
\boldsymbol{f}^{1}-\boldsymbol{u}^{0}, \boldsymbol{f}^{0}-\boldsymbol{u}^{0}, \boldsymbol{f}^{1}+\mathbf{u}^{1}, \boldsymbol{f}^{0}+\mathbf{u}^{1}
$$

## VI. Programming in basis POBS

Let's show some examples of using a software technology in basis POBS to solve tasks of the theory of Boolean functions.

## A.. Testing a partial Boolean function on monotony

Consider a partial Boolean function $f(\boldsymbol{x})=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, given by two sets of argument values collections: by the set $M^{1}$, on which it receives value 1 , and the set $M^{0}$, where it receives value 0 . Let's term it as monotone or, in particular, a positive function, if for any couple of collections $\boldsymbol{p} \in M^{1}$ and $\boldsymbol{q} \in M^{0}$ condition $\boldsymbol{p}>\boldsymbol{q}$ (vector $\boldsymbol{p}$ is greater than vector $\boldsymbol{q}$ ) is satisfied, i.e. for any couple ( $p_{i}, q_{i}$ ) of vector components $p_{i} \geq q_{i}$ and at least for one couple $p_{i}>q_{i}$.

A simple method of checking the function for monotony could be applied, which is based on exhaustive search of all couples $(\boldsymbol{p}, \boldsymbol{q})$ and testing each of them on satisfying the condition $\boldsymbol{p}>\boldsymbol{q}$. However, with increase of the number of variables $n$ and corresponding growth of power of sets $M^{1}$ and $M^{0}$ such method appears too labour-consuming. The offered below method using operations from the set POBS is more efficient.

Let's set the function $f(\boldsymbol{x})$ by two Boolean $2^{n}$-vectors: $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{0}$. The elements of set $M^{1}$ are represented by ones in vector $\boldsymbol{f}^{1}$, the elements of set $M^{0}$ - by ones in vector $\boldsymbol{f}^{0}$. Designate as $M^{*}$ the set of such elements of Boolean space, each of which is greater than some element from set $M^{1}$ or equals it, and present this set by vector $f^{*}$.

The affirmation 1. The function $f(x)$ is monotone, if and only if $\boldsymbol{f}^{*} \boldsymbol{f}^{0}=\mathbf{0}$.

The vector $\boldsymbol{f}^{*}$ can be found with the help of introduced above operations of the set POBS, by a sequence of $n$ steps. At first we receive the vector $\boldsymbol{f}^{2}=\left(\boldsymbol{f}^{1}-1\right) \vee \boldsymbol{f}^{1}$, presenting set $M^{1}$, supplemented with elements of Boolean space, adjacent "from above" to some elements from $M^{1}$ by variable $x_{1}$. Then the obtained set is expanded similarly by the next variable $x_{2}$ : $\boldsymbol{f}^{3}=\left(\boldsymbol{f}^{2}-1\right) \vee \boldsymbol{f}^{2}$. After iterating this operation by all remaining variables we receive the required vector $\boldsymbol{f}^{n+1}=\boldsymbol{f}^{*}$.

Let, for example, $n=5$,

$$
\begin{aligned}
& \boldsymbol{f}^{1}=00010000001000000000000100001010 \\
& f^{0}=11000010000001001010000010000000
\end{aligned}
$$

In this case the process of the sequential extension of set $M_{1}$, resulting in obtaining vector $\boldsymbol{f} *$ representing set $M^{*}$, can be demonstrated by the following sequence of vectors obtained on the next steps:

$$
\boldsymbol{f}^{2}=00010000001000000001000100101010
$$

$$
\begin{aligned}
& \boldsymbol{f}^{3}=00010000001100000001000100111011 \\
& \boldsymbol{f}^{4}=00010001001100110001000100111011 \\
& \boldsymbol{f}^{5}=00010001001100110001000100111011 \\
& \boldsymbol{f}^{6}=00010001001100110001000100111111=\boldsymbol{f}^{*}
\end{aligned}
$$

Component-wise conjunction of the obtained vector with vector

$$
11000010000001001010000010000000=\boldsymbol{f}^{0}
$$

is equal to zero $\left(\boldsymbol{f}^{*} \wedge \boldsymbol{f}^{0}=\mathbf{0}\right)$, therefore, the considered Boolean function is monotone.

## B. Search for functional regularities

An important role in modern information technologies is played by procedures of data mining, i.e. extraction of knowledge from the dataflow, search of regularities allowing discovering right decisions at solution of the intellectual tasks [4]. A special but important case of regularities is considered below, namely functional regularities, often encountered in natural sciences.

The following formal task was considered in [5]. We assume that a set of objects is preset, each of which is characterized by some combination of $n$ binary values (indicating if the corresponding signs are present or not present). The question is, whether it is possible always to define uniquely the value of some selected sign, if the values of remaining ones are known? And if possible, how to define it?

The initial information in this task can be presented by a collection $R$ of some elements in $n$-dimensional Boolean space $M=\{0,1\}^{n}$ of signs. These elements set known objects and can be considered as the roots of some Boolean equation $F=1$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

This equation is called solvable in regard to some variable, if this variable can be presented by a Boolean function of the remaining variables, which is defined on the set $R$ [5]. We consider the task of detection of such variables in the equation $F=1$ and finding the appropriate functions.

The affirmation 2. The necessary and sufficient condition of solvability of the equation $F=1$ in regard to the variable $x_{i}$ is the absence in the set $R$ of couples of collections, adjacent by $x_{i}$.

Proof by contradiction (by the rule modus tollens): if there exists such a couple, the variable $x_{i}$ receives in it different values on identical sets of values of remaining variables, which contradicts the definition of the functional relation.
Let's designate through $f(\boldsymbol{x})$ the characteristic Boolean function of set $R$, where $f\left(q_{j}\right)=1$ if $q_{j} \in R$ and $f\left(q_{j}\right)=0$ if $\neg\left(q_{j} \in R\right)$. Through $f\left(x_{i}=0\right)$ and $f\left(x_{i}=1\right)$ we denote the result of replacement in the function $f(\boldsymbol{x})$ the variable $x_{i}$ with constant 0 or 1 , accordingly.

The affirmation 3. The equation $F=1$ is solvable in regard to variable $x_{i}$, if and only if $f\left(x_{i}=0\right) \wedge f\left(x_{i}=1\right)=0$.

This affirmation allows to apply introduced above vector operations $\boldsymbol{f}-i$ and $\boldsymbol{f}+i$ for checking the equation for solvability in regard to variable $x_{i}$. Affirmation 3 can be
reformulated in terms of these operations in the following way: the necessary and sufficient condition of solvability of the equation $F=1$ in regard to variable $x_{i}$ is the satisfaction of the relation

$$
(\boldsymbol{f}-i) \wedge(\boldsymbol{f}+i)=\mathbf{0}
$$

In case if this condition is satisfied there arises a task of finding an appropriate Boolean function, which generally appears to be partial, and its optimal determination. The optimization can consist both in minimization of the number of arguments of the function, and in simplification of its algebraic representation, for example in DNF.

Let's consider the first of these tasks. It is similar to the task of minimization of unconditional diagnostic test and can be solved by the same method. Some argument $x_{k}$ can be defined as fictitious, if after its deleting the equation remains solvable in regard to the variable $x_{i}$. The operation of deleting the argument $x_{k}$ can be presented as the extension of set $R$ by this variable, i.e. as the following conversion of its characteristic function $f$

$$
f:=f\left(x_{k}=0\right) \vee f\left(x_{k}=1\right) .
$$

In terms of introduced above vector operations it is defined as $S \boldsymbol{f} \vee k$, whence follows

The affirmation 4. The argument $x_{k}$ can be deleted from the set of arguments of the variable $x_{i}$ defined as a function of remaining variables, if and only if

$$
((\mathrm{S} \boldsymbol{f} \vee k)-i) \wedge((\mathrm{S} \boldsymbol{f} \vee k)+i)=\mathbf{0}
$$

## C. Sequential composition of Boolean functions

Let's consider the following task. The set of arguments $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is divided by the Boolean $n$-vectors $\boldsymbol{u}, \boldsymbol{w}$ and $\boldsymbol{v}$ into three not intersected subsets $\boldsymbol{u}, \boldsymbol{w}$ and $\boldsymbol{v}$ : $\boldsymbol{x}=\boldsymbol{u} \cup \boldsymbol{w} \cup \boldsymbol{v}$. Two Boolean functions $h(\boldsymbol{u}, \boldsymbol{w})$ and $g(x, \boldsymbol{w}, \boldsymbol{v})$, presented with corresponding Boolean vectors $\boldsymbol{h}$ and $\boldsymbol{g}$ are given also. It is required to calculate their composition under condition $x=h(\boldsymbol{u}, \boldsymbol{w})$ and to present the obtained Boolean function $f(\boldsymbol{x})$ by a $2^{n}$-vector $\boldsymbol{f}$.

Such composition called non-disjoint sequential twoblock, is illustrated by an example on fig. 2, where $n=6$ and the sets $\boldsymbol{u}=\left(x_{1}, x_{2}\right), \boldsymbol{w}=\left(x_{3}, x_{4}\right)$ and $\boldsymbol{v}=\left(x_{5}, x_{6}\right)$ are presented by six-dimensional Boolean vectors $\boldsymbol{u}=110000$, $\boldsymbol{w}=001100$ and $\boldsymbol{v}=000011$.


Fig. 2. An example of non-disjoint sequential two-block composition

Let's assume, that the functions $h(\boldsymbol{u}, \boldsymbol{w})$ and $g(x, \boldsymbol{w}, \boldsymbol{v})$ are preset by corresponding vectors:

$$
\begin{array}{cc}
\boldsymbol{h}=1101001001101100 & \\
\boldsymbol{g}=0011010011001001 & 1010010110101011 \\
\boldsymbol{g}_{0} & \boldsymbol{g}_{1}
\end{array}
$$

For convenience, the vector $\boldsymbol{g}$ is broken in two halves, specifying values of the function $g(x, \boldsymbol{w}, \boldsymbol{v})$ at values 0 and 1 of binary variable $x$.

We present the Boolean space of variables $\boldsymbol{x}=(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v})$ as follows:

$$
\begin{aligned}
& \begin{array}{rrrr}
0000 & 0000 & 0000 & 0000 \\
\mid & 0000 & 0000 & 0000 \\
0000 & 0000 & 0000 & 0000 \\
\mid & 0000 & 0000 & 0000 \\
\hline
\end{array} \\
& u_{1}^{u_{2}}
\end{aligned}
$$

Then we sequentially map onto this space functions $g$, $h_{0}$ and $h_{1}$, introducing thus additional fictitious variables from the sets $\boldsymbol{v}$ and $\boldsymbol{u}$ and representing results by $2^{n}$-vectors $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$ :

| $h \times(u, w)-v=a$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | 1000 | 0000 | 1000 | 1111 | 1111 | 0000 | 1111 |
| 0000 | 0000 | 1000 | 0000 | 0000 | 0000 | 1111 | 0000 |
| 0000 | 1000 | 1000 | 0000 | 0000 | 1111 | 1111 | 0000 |
| 1000 | 1000 | 0000 | 0000 | 1111 | 1111 | 0000 | 0000 |
| $g_{0} \times(\boldsymbol{w}, \boldsymbol{v})-\boldsymbol{u}=\boldsymbol{b}$ |  |  |  |  |  |  |  |
| 0011 | 0100 | 1100 | 1001 | 0011 | 0100 | 1100 | 1001 |
| 0000 | 0000 | 0000 | 0000 | 0011 | 0100 | 1100 | 1001 |
| 0000 | 0000 | 0000 | 0000 | 0011 | 0100 | 1100 | 1001 |
| 0000 | 0000 | 0000 | 0000 | 0011 | 0100 | 1100 | 1001 |
| $\boldsymbol{g}_{1} \times(\boldsymbol{w}, \boldsymbol{v})-\boldsymbol{u}=\boldsymbol{c}$ |  |  |  |  |  |  |  |
| 1010 | 0101 | 1010 | 1011 | 1010 | 0101 | 1010 | 1011 |
| 0000 | 0000 | 0000 | 0000 | 1010 | 0101 | 1010 | 1011 |
| 0000 | 0000 | 0000 | 0000 | 1010 | 0101 | 1010 | 1011 |
| 0000 | 0000 | 0000 | 0000 | 1010 | 0101 | 1010 | 1011 |

In summary we discover the vector $\boldsymbol{f}$, representing the required composition of functions $h(\boldsymbol{u}, \boldsymbol{w})$ and $g(x, \boldsymbol{w}, \boldsymbol{v})$ :

```
0011 0100 0000 1001
0000 0000 1100 0000
0000 0100 1100 0000
0011 0100 0000 0000
0000 0000 1010 0000
10100101 0000 1011
1010 0000 0000 1011
0000 0000 1010 1011
0011 0100 1010 1001
1010 0101 1100 1011
1010 0100 1100 1011
0011 0100 1010 1011
```

D. Testing a partial Boolean function on decomposability at a given partition on the set of arguments

Suppose that a partial Boolean function $f(\boldsymbol{x})$ of $n$ variables, represented by a ternary vector $\boldsymbol{f}^{-}$is known. It is required to test it on decomposability at a given partition $\boldsymbol{u} / \boldsymbol{v}$ of the set $\boldsymbol{x}$, i.e. to find out, whether there exist such functions $h(\boldsymbol{u}, \boldsymbol{w})$ and $g(x, \boldsymbol{w}, \boldsymbol{v})$ of smaller number of variables, that $f(\boldsymbol{x})=g(h(\boldsymbol{u}, \boldsymbol{w}), \boldsymbol{w}, \boldsymbol{v})$, where $\boldsymbol{w}=\boldsymbol{x} \backslash(\boldsymbol{u} \cup$ $v)$.

At the positive answer to this question the logic circuit implementing function $f(\boldsymbol{x})$ can be simplified (for example, at logical synthesis in the basis of units LUT (look up tables), implementing functions of restricted number of variables).

The necessary and sufficient condition of decomposability of a completely defined Boolean function $f(\boldsymbol{x})$ at a partition $\boldsymbol{u} / \boldsymbol{v}$, which should be fulfilled for each coefficient $f_{i}(\boldsymbol{u}, \boldsymbol{v})$ of disjunctive Shannon decomposition of the function $f(\boldsymbol{x})$ by variables of the set $\boldsymbol{w}$ is the following. Each of the coefficients of alike decomposition of these coefficients by variables of the set $\boldsymbol{u}$ should receive no more than two different values.

The coefficients $f_{i}(\boldsymbol{u}, \boldsymbol{v})$ of disjunctive Shannon decomposition of a partial Boolean function $f(\boldsymbol{x})$ by variables of set $\boldsymbol{w}$ are represented by fragments $\boldsymbol{T}_{i}$ - ternary matrices, which rows correspond to different values of vector $\boldsymbol{u}$, and columns correspond to different values of vector $\boldsymbol{v}$. The corresponding components of the ternary vector $\boldsymbol{f}^{-}$serve as elements of fragments. The condition of decomposability of the function $f(\boldsymbol{x})$ at the partition $\boldsymbol{u} / \boldsymbol{v}$ can be formulated now as follows: for each coefficient $f_{i}(\boldsymbol{u}, \boldsymbol{v})$ such predetermination of the appropriate matrix $\boldsymbol{T}_{i}$ is possible (replacement of values "-" by 0 or 1 ), at which its rows will receive no more than two different values.

It was shown in [6], that the check of this condition is reduced to finding out if the graph of orthogonality of rows of each matrix $\boldsymbol{T}_{i}$ is bichromatic. A heuristic algorithm was suggested there, which guarantees obtaining exact solutions under condition of connectivity of the considered graphs (this condition is usually fulfilled). The ternary vector $f^{-}$is represented in it by an appropriate couple of Boolean vectors $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{0}$, and the operations over the neighbors are effectively used providing simultaneous testing of all $2^{|w|}$ fragments $\boldsymbol{T}_{i}$.

The algorithm tries to divide the set of rows in each fragment into two classes $A$ and $B$ of mutually compatible rows. A sequence of conversions is implemented over the initial vectors $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{0}$, which results are represented by Boolean $2^{n}$-vectors $\boldsymbol{a}^{1}$ and $\boldsymbol{a}^{0}$.

The algorithm is iterated. The first iteration starts with build-up of the class $A$ by inclosing in it the first row of the fragment. This operation is reduced to a sequence of substitutions of value 0 for the variables from set $\boldsymbol{u}$.

$$
\begin{aligned}
& \boldsymbol{a}^{0}:=\boldsymbol{f}^{0}-\boldsymbol{u} \\
& \boldsymbol{a}^{1}:=\boldsymbol{f}^{1}-\boldsymbol{u}
\end{aligned}
$$

Then in each fragment the rows orthogonal to the first one are found and marked with 1 in the Boolean vector $\boldsymbol{b}$.

$$
\boldsymbol{b}:=\mathrm{S}\left(\boldsymbol{h}^{0} \boldsymbol{f}^{1} \vee \boldsymbol{h}^{1} \boldsymbol{f}^{0}\right) \vee \boldsymbol{v}
$$

The obtained sets constitute classes $B$ and are checked for compatibility:

$$
\begin{aligned}
& \boldsymbol{a}^{0}:=\mathrm{S}\left(\boldsymbol{f}^{0} \boldsymbol{b}\right) \vee \boldsymbol{u} \\
& \boldsymbol{a}^{1}:=\mathrm{S}\left(\boldsymbol{f}^{1} \boldsymbol{b}\right) \vee \boldsymbol{u}
\end{aligned}
$$

If by that $\boldsymbol{a}^{0} \boldsymbol{a}^{1} \neq \mathbf{0}$, some of the considered sets appear incompatible, whence follows, that the graph of orthogonality of rows of the corresponding fragment is not bichromatic and, therefore, the function $f(x)$ is not decomposable at the partition $u / v$.

On the other hand, if $\boldsymbol{a}^{0} \boldsymbol{a}^{1}=\mathbf{0}$, the following iteration is implemented. The classes $A$ are supplemented by rows, orthogonal by some of rows of classes $B$ and are checked for compatibility. Then the classes $B$ can be similarly extended, etc. The algorithm terminates after execution of a sufficient number of iterations.
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# Test Pattern Overlapping - a Promising Compression Method for Narrow Test Access Mechanism SOC Circuits 
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#### Abstract

This paper describes research results obtained in the field of test pattern compression and decompression. We refer the hardware test pattern decompression system DyRESPIN built-in on a System on Chip, which uses test patterns compressed by the compressing algorithm called COMPAS. COMPAS reorders and compresses test patterns previously generated in an ATPG in such a way that they are well suited for decompression by the scan chains in the embedded tester cores. We report improvements that have been done recently on COMPAS. COMPAS algorithm has to manipulate with enormous amount of data when compressing test sets of large circuits and the CPU time grows rapidly with the growing number of test vectors. The CPU time problem was solved by using a test vector initial encoding by sparse vectors and by using a dynamic structure for storing the precalculated parameters of candidate vectors to be used in the near future algorithm loops for overlapping with the actual scan chain content. This arrangement allows the algorithm to skip unnecessary computations. The improvements cause that the CPU time grows approximately linearly with the size of the tested circuit. DyRESPIN uses a built-in processor for test control, the embedded RAM memory for storing both the compressed test vectors and the partial reconfiguration bit streams and the FPGA part of the chip for the wrapped cores implementation. The highly compressed test vectors are transferred from the memory to those selected cores that are reconfigured into the embedded tester cores. The patterns are decompressed within the internal scan chains of the embedded tester cores and they are simultaneously fed into the parallel scan chains of the cores under test with the help of the Test Access Mechanism (TAM) and standard wrappers. After having tested the first cores under test the TAM of the SoC is partially reconfigured with the help of the partial reconfiguration bitstreams stored in the RAM memory and the till now untested cores are tested by those cores that start to serve as embedded testers.
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[^2]I. Introduction

Deterministic test spares testing time and the on chip hardware overhead is low. However the test sizes has been pushing test costs up due to the necessity of using more powerful ATEs and if the test access mechanism (TAM) is narrow the test application time becomes to be critical, too. In order to minimize the data transfer through the TAM, compacted and compressed test sets are used. By the term compact test set is meant a test set, which is created in the automatic test pattern generator (ATPG) from test patterns by merging as many as possible patterns. An original test pattern usually detects one or more possible circuit faults and contains several don't care bits. The original patterns are merged in such a way that resulting patterns detect multiple faults and do not contain don't care bits while the test set fault coverage remains unchanged.

Test data compression is a non-intrusive method that can be used to compress the pre-computed test set to a much smaller test set, which is then stored in the ATE memory. An on-chip decoder is used to generate the original test set from the compressed one. Many contributions containing different decompression mechanisms were published; let us mention [1], [3], [5][7][18], [27], [34]. It is not straightforward to compare the compression methods because some authors demonstrate the efficiency on decompression of random resistant faults only and other authors compress and decompress the whole ATPG deterministic test sequence. The usefulness of a compressing algorithms and decompressing automaton is influenced not only by the compression ratio but also by the complexity of the decompressing automaton and by the computational complexity of the algorithm for finding the compressed test sequence.

Increasing number of transistors results in increasing ATPG computation time and memory consumption. Many of published test optimization techniques are dedicated to sequential test optimization. To handle time consuming test generation, it is often necessary to parallelize test generation process [35], [15], [36]. Concurrently generated ATPG output has to be than effectively compressed.

In this paper, we present results of our previous research done in the field of test pattern compression based on test pattern overlapping [16] and hardware decompression based
on wrapper reconfiguration [26]. The results give us a possibility to construct a system that combines both of the mentioned methodologies.

## II. COMPAS - TEST PATTERN COMPRESSION TOOL

The main idea is to maximally overlap those patterns that are serially shifted into the scan chain. This approach was firstly described in [6]. The method uses an algorithm for finding contiguous and consecutive scan chain vectors for the actual scan chain vector. These vectors are checked whether they match with one or more remaining test patterns, which were previously generated and compacted with the help of some ATPG and which were not employed in the scan chain sequence yet. Similar approach was used in [33]. The compacted test vectors were reordered by a heuristic algorithm to attain maximal overlapping. A disadvantage of the mentioned methods is that they are either computationally complicated and thus they are not usable for large circuits or the obtained amount of test data stored in an ATE is greater than the data amount in other compression methods. We present an algorithm, which speeds up the computation by searching for the successors of given starting pattern (usually the all zero seed) and which improves the compression efficiency by fault simulation after every test pattern application. This algorithm uses test vectors with don't care bits instead of the compacted ATPG test vector test set, which enables us to combine test pattern compaction and compression to be well suited with the decompression in a scan chain. The algorithm is implemented in the COMPAS (COmpressed test PAttern Sequencer) software tool. It speeds up and improves the algorithm [26] by taking into account possible future conflicts between overlapping patterns, it uses more efficient pattern coding and it remembers information that could be useful in future algorithm loops. COMPAS is able to prepare test sequences for the most complex circuits in short time. COMPAS can be used also for preparation of test sequences of cores under test (CUT) that are designed according the IEEE 1500 standard [23]. Test data can be effectively decompressed with the RESPIN test architecture [7]. This architecture reuses scan chains of different cores for updating the tested core scan chain content. Latest version of the algorithm used in [26] has been further enhanced to lower CPU time and memory consumption.

## III. MEMORY CONSUMPTION IMPROVEMENT

Uncompressed test data generated by an ATPG are stored as a plain text file, each fault corresponds to a single vector in form of sequences of ' 0 ', ' 1 ' and ' $X$ ' characters standing for log. $0, \log .1$ and unspecified bit (hereafter DC bit, DCB or ' X ').

This data organization allows many concurrent ATPG processes. Each ATPG can generate test vectors for small group of faults or for single fault. Outputs of all ATPGs are then merged into a single file.

Size of the file can be a problem; because data files are very large for larger circuits (e.g. b19 from ITC99
benchmark set has more than 2.5 GB uncompressed test data).

For optimal algorithm decision it is necessary to load all test data at once into a computer memory, so new method needs to be developed for storing the test data in a computer memory. Simple loading of the file is not possible for large circuits.

## A. New data encoding

One more stage of compression has to be performed instead of simple loading of text file into memory. First stage compresses plain text data from a file and stores them in a memory. Second stage uses compressed data from a memory to do pattern overlapping compression.

Three different encodings of test vectors are used in the program. Data produced by an ATPG are stored as a plain text: ' 0 ', ' 1 ' and ' X '. Each character is stored in on a hard drive as an 8bit char type. Large amount of uncompressed test vector data are encoded into two different forms when loaded into a computer memory, depending on which one consumes less memory.

The first encoding is a quite straightforward conversion of the eight bit character vector into two bits. By this encoding each 8 bit character is reduced to 2 bits, and 6 bits are saved ( $75 \%$ of memory).

The second encoding creates so called sparse vector, which means that only care bits and their positions are saved. 32 bit integer I used as a basic data type; one bit is used for actual value, and rest 31 bits are used to note the position. Scan chain with maximal length of $2^{31}$ can be encoded this way. DC bits are not stored at all. As not only one byte but four are used to encode a single care bit, this compression method is useful only if total amount of care bits is lower than $25 \%$, otherwise it consumes more memory than the original vector. The first method can certainly compress to $25 \%$ of the original, a vector to be encoded more effectively by using the sparse vector than by the first approach must have less than $6.25 \%$ care bits. However, Tab. 1 with the numbers of DCBs in benchmark circuits shows that it should not be a problem.

It is decided for each vector separately which method should be used. So it could be guaranteed that at least $75 \%$ of memory will be saved. For larger circuits often more than $95 \%$ can be saved by a proper encoding.

## IV. Runtime improvement

## A. Algorithm description

At first, a Test Pattern List (TPL) together with the corresponding Undetected Fault List (UFL) is generated for the tested circuit. An ATPG tool that enables generating non-compacted test patterns has to be used. At least one three state test vector with bit values 0,1 and $X$, where $X$ means don't care value has to be generated for each considered fault. In this way we can distinguish, which pattern belongs to which fault.

TABLE 1:
CARE BIT PERCENTAGE IN TEST DATA OF DIFFERENT BENCHMARK CIRCUITS

| CIRCUITS |  |  |
| :--- | ---: | ---: |
| Circuit | Gate count | Care bits[\%] |
| c17 | 6 | 56,36 |
| c432 | 160 | 43,67 |
| c499 | 202 | 82,32 |
| c880 | 383 | 17,78 |
| c1355 | 546 | 86,31 |
| c1908 | 880 | 55,16 |
| c2670 | 1193 | 7,92 |
| c3540 | 1669 | 25,32 |
| c5315 | 2307 | 7,39 |
| c6288 | 2416 | 76,24 |
| c7552 | 3512 | 13,1 |
| s27_comb | 10 | 45,09 |
| s1196_comb | 529 | 26,01 |
| s1238_comb | 508 | 26,48 |
| s1494_comb | 647 | 50,58 |
| s5378_comb | 2779 | 4,05 |
| s9234_comb | 5597 | 5,44 |
| s13207_comb | 7951 | 1,19 |
| s15850_comb | 9772 | 1,38 |
| s35932_comb | 16065 | 0,26 |
| s38417_comb | 22179 | 0,84 |
| s38584_comb | 19253 | 0,39 |

The main loop of the algorithm of finding bits to be stored in the ATE memory is described in Fig. 1. Let us suppose (without loss of generality) that the SC is reset before testing, which means that the all zero pattern is considered to be used as the first one (algorithm allows to start with any known scan chain state). The fault coverage of this pattern is simulated and the detected faults are deleted from the UFL, test patterns corresponding to the detected faults are deleted from the TPL. Then the algorithm tries to compact the test set by overlapping resting patterns with the actual scan chain state. The algorithm finds, whether log. 0 or log. 1 is better to be used as the next most left chain bit. To do this the algorithm finds positions of all patterns, in which the actual chain bits maximally overlap the pattern and for which the actual bit to be introduced into the SC has not a don't care value. After finding the position the algorithm has to count the usefulness $U$ of the treated pattern. The pattern usefulness U is calculated according to the following formula:
$U=t *$ (overlapped_cares + shift $)+$ global_cares
where overlapped_cares - the number of the pattern care bits that overlap the SC; shift - the amount of nonoverlapped bits in pattern; global_cares - the global number of the pattern care bits; $t$ - Experimentally fixed parameter, we obtained good results when we set $t=$ number_of_primary_inputs / 2.
Then the algorithm compares the number of the most useful patterns with log. 1 on the actual position and the


Fig. 1: Pattern overlapping algorithm
number of patterns with log. 0 on this position. If the number of ones is greater than the number of zeros the input actual bit is fixed to log. 1 in the other case to log. 0 . This way of setting the actual bit guarantees that a maximum number of the most useful patterns could be encoded. When searching for the most useful pattern we check whether the exercised pattern matches with bits which will be necessary to be generated in the future clock cycles because of some previously selected patterns. These bits are stored in a Future Array (FA) together with their effectiveness and pattern identification numbers If some position of FA is reserved for a logical value that is clashing with the exercised pattern bit value we compare the usefulness of both patterns and the winner is used in future considerations. After bit selection the fault simulation is performed and the faults and patterns, which correspond to the covered faults, are removed from the lists. If there are not remaining faults in the Undetected Fault List the algorithm is finished.

## B. Proposed optimization

Basic principle of the compression method remains the same as in previous chapter, but several steps of the algorithm can be skipped, if they can not influence the solution.

One possible state of the compression algorithm is shown in Tab. 2. To make explanation easier, the basic version of algorithm [26] without bit prediction is used, as the principle of the optimization remains the same.

TABLE 2
EXAMPLE OF VALID ALGORITHM STATE

|  |  |  |  |  |  | Searched bit |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Step | 5 | 4 | 3 | 2 | 1 | 0 |  |  |  |  |  |  |
| SC content |  |  |  |  |  | ? | 0 | 0 | 1 | 1 | 1 | 0 |
| vector A |  |  |  | X |  | X | 0 | 0 |  |  |  |  |
| vector B |  |  |  | X |  | 1 | 0 | 0 |  |  |  |  |
| vector C |  |  |  |  | X | 1 | X | 0 | 1 | 1 |  |  |
| vector D | 0 | X | 1 | 1 | 1 | 1 |  |  |  |  |  |  |

All remaining vectors are overlapped as much as possible with current scan chain state during search of the next compressed bit (marked with question mark). At the given moment, three vectors are overlapping (vectors $\mathrm{A}, \mathrm{B}, \mathrm{C}$ ) and one vector (D) could not be overlapped. It is not possible to store DC bit in the compressed sequence, so only vectors 2 , 3 and 4 are useful. They all have ' 1 ' at the current position, so value ' 1 ' is shifted into the scan chain and stored as the next bit of the compressed sequence. The fault simulation of the current scan chain state is performed after that, the detected faults and their corresponding vectors are removed from the memory. Than the algorithm goes to the beginning and tries to overlap all remaining vectors again.

It is important, that vector A has only useless DC bits in step 1 and in the two following steps ( 2 and 3 ). Those bits can not be contained in the solution; on top of that they will never collide with any other selected bit. Because of that it
is possible to omit the calculation of the possibility of vector overlapping for vector $A$ in steps 1,2 and 3 . The vector $A$ is not useful for calculations in step 1 and 2 ; in step 3 it could be overlapped without collision. Vectors B and C have DC bits in the following steps, but during calculation it is not certain, if their bit (value ' 1 ') will be chosen as a solution. Vector D has care bits on the next position, so its overlap has to be evaluated. If a vector has a DC bit in the actual position, it is only necessary to evaluate how many DC bits follow the actual position. This computation is done for each new found sequence of DC bits in vector only once. It is also faster than finding how much is a vector overlapped. Every time when vector overlapping is evaluated, the program finds if DC bits series follows, and how long is this DC bit sequence. If there is at least one DC bit, the overlapping evaluation is omitted.

Vectors are stored in a dynamic structure from Fig. 2 according to the number of steps needed to reach a care bit. Only the vectors from entry ' 0 ' of steps_to_care_bit array are checked, others can not influence the solution. It is obvious, that it is necessary to store only distance to the next care bit, so that each vector will be saved only once. Solution is chosen after evaluation of all vectors in entry ' 0 ', and vectors are placed into the proper entries of steps_to_care_bit array according to the distance to the next care bit. After evaluation and replacement of all the vectors from entry ' 0 ', whole array is shifted one position to the right and the algorithm is ready for the next loop.


Fig. 2: Dynamic structure for calculation omit decision
Amount of the DC bits in the uncompressed test data file of several circuits from ISCAS85 and ISCAS89 benchmark set is noted in Tab. 1. The data contain a lot of DC bits, and the percentage of DC bits grows with the circuit size. That is why it is possible to skip a lot of calculations.

## V. Test Access Mechanism (TAM)

A test session can be controlled by a tester or by a BIST controller. It could be advantageous to use an embedded processor instead of a specialized controller with a RAM. As the RAM size is limited, the test set has to be as small as possible. Further testing speed improvement could be obtained by minimizing the amount of data transferred between the processor and the tested cores. From this reason it is worthwhile to send the compressed data from the processor to the decoders that are placed closely to the tested cores and to leave the decoders to decode the patterns independently on the processor activity. This
arrangement can speed up testing as the clock frequency of the core flip-flops could be higher than the processor clock frequency and the processor can prepare next data during decoding the previous pattern (Figure 3). Another problem arises when using cores with the SCs that contain internal flip-flops; if we have to guarantee not corrupting test patterns by CUT responses and simultaneously catching all test responses we have to scan in and scan out the whole test pattern after each system clock application. The RESPIN (Reusing Scan Chains for Test Decompression) test architecture [7] solves both pattern decompression and reducing the data traffic between tester and CUT.


Fig. 3. ETC and CUT in the RESPIN architecture
The RESPIN architecture temporarily divides the circuit into the core under test (CUT) and the embedded tester core (ETC). The data transfer mechanism between the tester and ETC can be denoted as a narrow TAM as the demanded transfer capacity is low. The TAM between the ETC and CUT is wide as the data transfer is done parallel and on a higher clock frequency. The ETC chains are concatenated into a serial scan chain; a feedback tap connects the ETC last chain output with the first bit input through a multiplexer. According the multiplexer control input, ETC can either load a bit from the tester or shift the scan chain circularly. The parallel chains of the CUT are connected with the parallel ETC chain outputs. This test pattern updating mechanism guarantees that the patterns, which are shifted through the CUT SC during several test steps, are not mixed with the CUT responses. An additional multi input MISR connected to the SC outputs can be exploited for capturing all the test responses. The conditions for effective testing are: the ETC has at least the same number of chains as the CUT; the CUT chains are not longer than the corresponding ETC chains and the number of scan cells of the CUT and the total number of ETC scan cells incremented by one have not a common divider. If it is not possible to find an ETC core that fulfils the above mentioned conditions, more than one core can be used for creating the ETC.

## A. Reconfiguration

The novel FPGA circuits are dynamically reconfigurable at runtime. These dynamically reconfigurable FPGA circuits have a capability to change the behavior of one part of the circuit; the rest part is fully operational without changes and without interruption. Generally, each memory-based FPGA can be reconfigured dynamically. In the currently known dynamically reconfigurable devices two techniques are used: "partial
configuration" and "Multiple-context configuration memory" [31].

Reconfiguration of the TAM for a SoC testing seems to be an efficient exploitation of the partial reconfiguration capability of FPGAs. As the Atmel FPGAs can efficiently perform the fine grained reconfiguration we decided to use it for an implementation of the self-testable SoC (System on Chip) design. The diagnostic system uses RESPIN architecture which is based on the IEEE 1500 standard. The partial reconfiguration is used for connection among ETCs, CUT and the feedback multiplexer.

The main advantage of the proposed solution is that all the reconfiguration bitstreams are stored inside the chip. Thereafter the reconfiguration process can be controlled by the embedded processor and the only communication between the tested SoC and the external test supervisor is a request for execution the test and checking the results of the done tests.

## VI. Experimental Results

Fig. 4 shows the COMPAS CPU time improvement against [26]. The new algorithm performs better for larger circuits, and it corresponds with amount of DC bits. Average speedup is $114 \%$ for all measured circuits and $181 \%$ for circuits with more than 10.000 gates.


Fig. 4: Speedup of the compression part of the algorithm
Tab. 3 shows the resulting numbers of stored bits for some well known test pattern compression methods and for the proposed algorithms. In the second column we plotted the test data volume for ATPG vectors, which were compacted only [3]. Next column shows the number of stored bits for statistical coding of the test patterns from the previous column [1]. Next results correspond to a combination of statistical coding and LFSR reseeding [18]. Next columns summarize results of compression with parallel/serial scan chains [27], frequency directed codes [5]. The results for the method of Embedded Deterministic Test are presented in the next column [18]. The column RESPIN++ shows the numbers of bits stored in the ATE for the RESPIN++ architecture given in [32]. We can see that the number of bits, which are stored in a memory, is substantially lower for the proposed method than for other pattern compressing methods. We have to note that a majority of the tabulated pattern compression methods do
not use a fault simulation after encoding a new test pattern (with the exception of the method [32]). These methods use compacted test sequences, the fault coverage was simulated during test pattern generation in the ATPG in the process of pattern compaction. The number of fault simulations in these cases corresponds with the total number of non compacted test patterns. In case of COMPAS and RESPIN++ the ATPG patterns were generated without any simulation, fault simulation is performed after a pattern encoding. The number of fault simulations is equal to the length of the final compressed sequence. Lengths of the compressed sequences are the same as in previous work [26], because both optimizations do not change the principle of the algorithm. That means that the results should be exactly the same, but due to optimizations the results should be obtained faster and with smaller memory footprint. This is true especially for larger circuits, because their test data generated by an ATPG contain large amount of don't care bits.

The experimental diagnostic system was built on the FPSLIC $^{\mathrm{TM}}$ AT94K40AL circuit. It is a dynamically reconfigurable programmable SoC , which integrates Atmel SRAM, FPGA and an 8-bit AVR processor [11].

The FPSLIC circuit is connected to PC through JTAG interface. A user is able to program both main parts of IC - program for AVR processor and/or static content of FPGA. Testing with the RESPIN architecture requires reconfiguring circuit cores several times during the test. Each core in the SoC is surrounded by the wrapper [14]. The wrapper allows connecting the core with the defined surrounding cores either in the functional mode or in the test mode. The Test Access Mechanism (TAM) takes care of the on-chip test pattern transport. The TAM and wrappers form the infrastructure for access to individual cores providing tests of all cores. Whereas the core wrapper is defined and standardized by the IEEE 1500 standard, the design of test access mechanism is excluded from this standard and assumed to be addressed by the SoC designer. Partial FPGA reconfiguration was used as an efficient way how to form the low area demanding TAM for multiple embedded core SoC design. The FPGA consists of a number of generic cells called LUTs. In our system the LUT is used for connecting the test core terminal and a LUT of the TAM. By this arrangement two LUTs are needed to form one wire interconnection between 1-bit core test input and output terminal in the FPGA.
The testing system uses an 8-bit AVR processor, an SRAM memory and a dynamic reconfigurable FPGA accessible both from the processor and from the FPGA. In the FPGA we programmed wrapped cores, the MISR, the controller and detached area of the TAM. The AVR processor was used for data processing, for handling the data with the hardware controller and for partial reconfiguration of the TAM before initiation of the core test. Test patterns together with TAM configurations were stored in the embedded SRAM. The processor controls the
test scheduling and communicates with the hardware controller. The RAM is used for storing the compressed test sequence. For each test pattern the processor gives the controller a command to run the test cycle independently on the processor. This arrangement enables the hardware controller and the processor to work concurrently and to speed up the test. The hardware controller drives core wrappers and the TAM by the WSC signals. During the test cycle the AVR transports one test bit from the memory to the port tdi and informs the controller about availability and suitability of test data. At the end of the test session, the processor shifts data through the port tdo from the MISR where the responses were accumulated and compares the resulting signature with the sample one stored in the RAM (Figure 5). After finishing the first CUT test the TAM is partially reconfigured and the next core is assigned as a CUT and it is tested through a newly reconfigured ETC. As the granularity of configurable blocks of the FPGA is relatively fine only a small part of the configuration memory has to be replaced by a new content (In Fig. 4 denoted by the gray color).


Fig. 5: An example of TAM configuration (given by dotted lines). The TAM is reconfigured by reprogramming LUTs of the reconfigurable FPGA blok

The ISCAS benchmark circuits (S298, S382, S444 and S1423) were used as cores in the experiment. The system with three cores S1423 designed in the SoC used $73 \%$ of the FPGA AT94K40 resources. Reconfiguration takes several thousands of clock cycles of processor. Number of clock cycles depends on the design to be reconfigured. In our case the reconfiguration time is less than 1 ms in case of 4 MHz processor clock. The circuit has 36 Kbytes of available RAM memory ( $20-32$ Kbytes for program and $4-16$ Kbytes for data). The size of one reconfigurable bitstream, which was used in the diagnostic system, was 2 Kbytes. The more cores are used in RESPIN architecture the more reconfigurable bitstreams are needed for arranging the ETC-CUT structure. Nevertheless the spent RAM memory amount was acceptable. In case of lack of the RAM memory the bitstreams can be reloaded from a PC. The test time depends on the longest parallel chain and on the number of bits of the compressed test. In our

TABLE 3

| COMPARISON OF MEMORY REQUIREMENTS FOR DIFFERENT TEST PATTERN COMPRESSION TECHNIQUES |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Circuit <br> name | MinTest | Stat. | LFSR | Illinois | FDR | EDT | RESPIN++ | COMPAS |
|  | $[3]$ | Coding | Reseed- | Scan | Codes | $[17]$ | $[18]$ | (proposed) |
|  |  | $[1]$ | ing | $[15]$ | $[5]$ |  |  |  |
|  |  |  | $[10]$ |  |  |  |  |  |
|  | \# of bits | \# of bits | \# of bits | \# of bits | \# of bits | \# of bits | \# of bits | \# of bits |
| s13207 | 163,100 | 52,741 | 11,285 | 109,772 | 30,880 | 10,585 | 26,004 | 4,024 |
| s15850 | 58,656 | 49,163 | 12,438 | 32,758 | 26,000 | 9,805 | 32,226 | 7,737 |
| s38417 | 113,152 | 172,216 | 34,767 | 96,269 | 93,466 | 31,458 | 89,132 | 21,280 |
| s38584 | 161,040 | 128,046 | 29,397 | 96,056 | 77,812 | 18,568 | 63,232 | 6,675 |

case the test time is about 0.3 ms for the best possible clock frequency of the FPGA ( 40 MHz ).

## VII. CONCLUSION

The COMPAS compression tool demonstrates that it is possible to apply the method of test pattern compression through pattern overlapping for relatively large circuits and that the resulting test data volume is kept very low. COMPAS uses as input test patterns non compacted original ATPG test vectors with don't care bits. The patterns are overlapped and the resulting test sequence can be decompressed by the scan chain. The decompressed patterns are simulated by the fault simulator whether they cover any other additional fault. This mechanism reduces the number of test patterns that have to be used for testing since the interleaving patterns that appear in the scan chain between the original patterns cover the random testable faults. These faults are usually tested by the random pattern sequence in mixed/mode testing algorithms and the proposed method avoids using this random testing phase. We have solved the problem of long CPU time for enumerating the compressed test sequence by multiple usage of test bit usability evaluation during the process of finding the test sequence and by skipping pattern recalculation for cases when don't care bit groups are present in the patterns. This was enabled by using a concatenated list of pattern pointers. Problem of extreme memory consumption has been solved by using two new data encodings during the compression. New test data encoding effectively reduces memory footprint of the COMPAS program to less than $25 \%$ of the original. The algorithm is also capable of compression of data generated by concurrently running ATPG processes

The proposed method of compression and compaction of test patterns is very well suited for testing combinational circuits with Boundary Scan because it does not require any additional hardware for test pattern decompression. It can be used also for testing sequential cores with multiple scan chains. To do this we can use the RESPIN architecture. For the use of the compressed test sequence in the multi scan chain system the sequence is reordered in order to be correctly decompressed within the RESPIN architecture. Following the IEEE 1500 standard [23] we do not require extra hardware with the exception of one multiplexer and a feedback wire in every core. The sequence generated by COMPAS can be used for less time consuming sequential
core testing than it is possible in the mixed-mode testing approaches [26].

We have verified that the proposed diagnostic system is applicable on a SoC. We have placed the system together with simple functional cores on the AT94K FPSLIC circuit. The diagnostic system uses the dynamic and partial reconfiguration feature of the embedded FPGA. This is advantageous because it saves resources of the FPGA devoted for switching the TAM busses. For larger cores the system can be built on the large Xilinx FPGA circuits with embedded processor and RAM memory block. The property of dynamic reconfiguration of the FPGA part could be an advantage that can save the FPGA resources. We can conclude that the diagnostic system is well suited for a SoC architecture with a processor, RAM block embedded FPGA and ASIC. The memory requirements for storing the test data are lower than it is in case of other comparable methods; the test time is very low, too.
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#### Abstract

In this paper, we perform a comparative study of two recently proposed high-resolution radar imaging paradigms: the descriptive experiment design regularization (DEDR) and the fused Bayesian regularization (FBR) methods. The first one, the DEDR, employs aggregation of the descriptive regularization and worst-case statistical performance (WCSP) optimization approaches to enhanced radar/SAR imaging. The second one, the FBR, performs image reconstruction as a solution of the illconditioned inverse spatial spectrum pattern (SSP) estimation problem with model uncertainties via unifying the Bayesian minimum risk (MR) estimation strategy with the maximum entropy (ME) randomized a priori image model and other projection-type regularization constraints imposed on the solution. Although the DEDR and the FBR are inferred from different descriptive and statistical constrained optimization paradigms, we examine how these two methods lead to structurally similar techniques that may be further transformed into new computationally more efficient robust adaptive imaging methods that enable one to derive efficient and consistent estimates of the SSP via unifying both the robust DEDR and FBR considerations. We present the results of extended comparative simulation study of the family of the image formation/ enhancement algorithms that employ the proposed robustified FBR and DEDR methods for high-resolution reconstruction of the SSP in a virtually real time. The computational complexity of different methods are analyzed and reported together with the scene imaging protocols. The advantages of the well designed SAR imaging experiments (that employ the FBR-based and DEDR-related robust estimators) over the cases of poorer designed experiments (that employ the conventional matched spatial filtering as well as the least squares techniques) are verified trough the simulation study.


Index Terms-Bayesian estimation, maximum entropy, radar imaging, regularization, remote sensing, spatial spectrum pattern, sufficient statistics.
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## I. Introduction

T'HE goal of this study is to address and discuss a new computationally efficient approach to high-resolution radar/SAR imaging as an ill-conditioned inverse problem of estimating the spatial spectrum pattern (SSP) of the wavefield sources scattered from the probing surface (referred to as the radar/SAR image). The SSP estimation problem is a statistical ill-conditioned nonlinear inverse problem [6], [7]. Because of the stochastic nature and nonlinearity, no unique regular method exists for reconstructing the SSP from the finitedimensional measurement data in an analytic closed form. Hence, the particular solution strategy to be developed and applied must unify the practical data observation method with some form of statistical regularization that incorporates the a priori model knowledge about the SSP to alleviate the problem ill-poseness. The classical imaging with radar or SAR implies application of the method called "matched spatial filtering" (MSF) that originates from the celebrated maximum likelihood (ML) estimation strategy [14]. In the statistical terms [2], [6], [14] such a method implies application of the adjoint SFO to the recorded data, computation of the squared norm of a filter outputs and their averaging over the actually recorded samples (the so-called snapshots [10]) of the independent data observations. As it was analyzed in many works, e.g. [1] - [27], the MSF method does not exploit all the "degrees of freedom" of the inverse problem at hand, thus manifests low spatial resolution performances. The recent non-parametric approaches to high-resolution enhanced radar/SAR imaging are based on treatment the problem at hand as an ill-posed (ill-conditioned) nonlinear inverse problem with model uncertainties [6] - [8], [15], [16]. The principal idea is to employ different regularization paradigms, e.g. [6] - [8] to resolve the SSP estimation inverse problem with minimum risk (i.e. maximum spatial resolution balanced with noise suppression) subject to some non-trivial ME and other projection-type constraints imposed on the solution (i.e. incorporate the a priori model information with minimum subjective decision making). In this study, we provide an overview of the recently developed descriptive experiment design regularization (DEDR) and the fused Bayesian
regularization (FBR) non-parametric paradigms for super-high-resolution radar/SAR image formation and enhancement/ reconstruction. The first one, the DEDR, developed in [26], [27] employs aggregation of the descriptive regularization and worst-case statistical performance (WCSP) optimization approaches to enhanced radar/SAR imaging. The second one, the FBR, developed in [7], [8], [25], performs image reconstruction as a solution of the ill-conditioned inverse spatial spectrum pattern (SSP) estimation problem with model uncertainties via unifying the Bayesian minimum risk (MR) estimation strategy with the maximum entropy (ME) randomized a priori image model that incorporates the projection-type regularization constraints imposed on the solution. Although the DEDR and the FBR are inferred from different descriptive and statistical constrained optimization paradigms, we examine how these two methods lead to structurally similar techniques that may be further transformed into new computationally more efficient robust adaptive imaging methods that enable one to derive efficient and consistent estimates of the SSP via unifying both the robust DEDR and FBR considerations. The principal innovative contribution of this study may be briefly summarized as follows:

- Unification of the family of the DEDR-related and FBRrelated enhanced RS imaging techniques via comparative analysis of their operational computational structures.
- Development of the robustified versions of the DEDR and FBR methods via alleviating the ill-poseness of the nonlinear adaptive operator inversions in the overall image reconstruction procedures.
- Design of efficient computational algorithms that perform robust adaptive spatial processing for enhanced RS image formation in a virtually real computational time.

Also, we are going to present the results of extended comparative simulation studies of the family of the robustified DEDR-related and FBR-related SSP estimation algorithms using the MATLAB as simulation tools that provide efficiency and flexibility in performing all simulation experiments.

## II. PROBLEM MODEL AND EXPERIMENT DESIGN CONSIDERATIONS

Consider a remote sensing experiment performed with a coherent array imaging radar or SAR (radar/SAR) that is traditionally referred to as radar imaging (RI) problem ([6] [9]). The measurement sensor/SAR data wavefield $u(\mathbf{y})=s(\mathbf{y})$ $+n(\mathbf{y})$ modeled as a superposition of the echo signals $s$ and additive noise $n$ is assumed to be available for observations and recordings within the prescribed time-space observation domain $Y \ni \mathbf{y}$, where $\mathbf{y}=(t, \mathbf{p})^{\mathrm{T}}$ defines the time-space points in the observation domain $Y=T \times P$.

## A. RS motivated problem model

The model of the observation wavefield $u$ is specified by the linear stochastic equation of observation (EO) of operator form:

$$
\begin{equation*}
u=S e+n ; \quad e \in \mathrm{E} ; \quad u, n \in \mathrm{U} ; S: \mathrm{E} \rightarrow \mathrm{U} \tag{1}
\end{equation*}
$$

on the Hilbert signal spaces $E$ and $U$ with the metric structures induced by the inner products,

$$
\begin{gather*}
{\left[e_{1}, e_{2}\right]_{\mathrm{E}}=\int_{X} e_{1}(\mathbf{x}) e_{2}^{*}(\mathbf{x}) d \mathbf{x} \quad \text { and }} \\
{\left[u_{1}, u_{2}\right]_{\mathrm{U}}=\int_{Y} u_{1}(\mathbf{y}) u_{2}^{*}(\mathbf{y}) d \mathbf{y}} \tag{2}
\end{gather*}
$$

respectively, where asterisk stands for complex conjugate. In (1), the $S$ is referred to as the regular signal formation operator (SFO). It defines the transform of random scattered signals $e(\mathbf{x}) \in \mathrm{E}(X)$ distributed over the remotely sensed scene (probing surface) $X \ni \mathbf{x}$ into the echo signals $(\operatorname{Se}(\mathbf{x}))(\mathbf{y}) \in \mathrm{U}(Y)$ over the time-space observation domain $Y=T \times P ; t \in T, \mathbf{p} \in P$. In the functional terms [6], [9], such a transform is referred to as the operator $S: \mathrm{E} \rightarrow \mathrm{U}$ that maps the scene signal space E (the space of the signals scattered from the remotely sensed scene) onto the observation data signal space $U$. This operator model (1) in the conventional integral form [6] may be rewritten as

$$
\begin{gather*}
u(\mathbf{y})=\int_{X} S(\mathbf{y}, \mathbf{x}) e(\mathbf{x}) d \mathbf{x}+n(\mathbf{y})  \tag{3}\\
e(\mathbf{x})=e(f ; \rho, \theta)=\int_{F} e(t ; \boldsymbol{\rho}, \boldsymbol{\theta}) \exp (-\mathrm{i} 2 \pi f t) d t \tag{4}
\end{gather*}
$$

where the functional kernel $S(\mathbf{y}, \mathbf{x})$ of the SFO $S$ given by (1) defines the signal wavefield formation model [9], [11]. Following the multi-scale array/SAR radar RS problem phenomenology [6], [9], we adopt here an incoherent model of the backscattered field $e(\mathbf{x})$ in the frequency-space observation domain $X=F \times R=F \times P \times \Theta$, i.e. over the slant range $\rho \in P$ and azimuth angle $\theta \in \Theta$ domains, respectively. When tackling the RS spatial analysis problems, the radar engineers typically work in the frequency-space domain, $\mathbf{x}=$ $(f ; \rho, \theta)^{\mathrm{T}} \in X=F \times P \times \Theta$ [6], [7], [9]. However, because of the one-to-one mapping, only the spatial cross range coordinates $\mathbf{r}=(\rho, \theta)$ may be associated with $\mathbf{x}=\mathbf{r}$ as well [9], [11]. Such interpretation is valid if one assumes the narrowband system model [9], [11], [12] and incoherent nature of the backscattered field $e(\mathbf{x})$.

It is naturally inherent to the RS imaging experiments [7], [8], [11] to consider the phasor $e(f, \mathbf{r})$ in (3) to be an independent random variable at each frequency $f$, and spatial coordinates $\mathbf{r}, \theta$ with the zero mean value and $\delta$-form correlation function, $R_{e}\left(f, f^{\prime} ; \mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle e(f ; \mathbf{r}) e^{*}\left(f^{\prime}, \mathbf{r}\right)\right\rangle=$ $=B(f, \mathbf{r}) \delta\left(f-f^{\prime}\right) \delta(\mathbf{r}-\mathbf{r})$ that enables one to introduce the following definition of the spatial spectrum pattern (SSP) of the wavefield sources distributed in the RS observation environment [9], [27]

$$
\begin{equation*}
\left.B(\mathbf{r})=\operatorname{Aver}^{(2)}\{e(\mathbf{r})\}=\left.\int_{F}\langle | e(f, \mathbf{r})\right|^{2}\right\rangle|H(f)|^{2} d f ; \mathbf{r} \in R \tag{5}
\end{equation*}
$$

Here, <-> represents the ensemble averaging operator, while Aver ${ }^{(2)}$ is referred to as the second order (i.e. nonlinear) statistical averaging operator defined by (5). Also in (5), $H(f)$ represents the given transfer function of the radar receive channels that we assume to be identical for all antenna array elements and impose the conventional normalization, $|H(f)|^{2}=1$ for all frequencies $f \in F$ in the radar receiver frequency integrating band $F$ [9]. In the conventional radar imaging setting [9], [18], [21], the initial RS imaging problem is to form an estimate $\hat{B}(\mathbf{x})$ of the SSP distribution $B(\mathbf{r})$ over the remotely sensed scene $R \ni \mathbf{r}$ by processing whatever values of measurements of the data field, $u(\mathbf{y}) ; \mathbf{y} \in Y$, are available.

Next, following the RS data analysis methodology [1], [2], [20], [22] any particular physical signature of interest $\hat{\Lambda}(\mathbf{x})$ could be extracted from the reconstructed RS image $\hat{B}(\mathbf{x})$ applying the so-called deterministic signature extraction operator $\Lambda$. Hence, the particular RS signature (RSS) is mapped applying $\Lambda$ to the reconstructed image, i.e.

$$
\begin{equation*}
\hat{\Lambda}(\mathbf{x})=\Lambda(\hat{B}(\mathbf{x})) \tag{6}
\end{equation*}
$$

Last, taking into account the RSS extraction model (6), we can reformulate now the RSS reconstruction problem as follows: to map the reconstructed particular RSS of interest $\hat{\Lambda}(\mathbf{x})=\Lambda(\hat{B}(\mathbf{x}))$ over the observation scene $X \ni \mathbf{x}$ via postprocessing whatever available values of the reconstructed scene image $\hat{B}(\mathbf{x}) ; \mathbf{x} \in X$.

## B. Numerical model of the problem

Viewing it as an approximation problem leads one to the projection concept for a transformation of the continuous data field $u(\mathbf{y})$ to the $M \times 1$ vector $\mathbf{U}=\left(U_{1}, \ldots, U_{M}\right)^{\mathrm{T}}$ of sampled spatial-temporal data recordings. The $M$-d observations in the terms of projections [7], [8] can be expressed as

$$
\begin{equation*}
u_{(M)}(\mathbf{y})=\left(P_{\mathrm{U}(M)} u\right)(\mathbf{y})=\sum_{m=1}^{M} U_{m} \varphi_{m}(\mathbf{y}) \tag{7}
\end{equation*}
$$

with coefficients $\left\{U_{m}=\left[u, h_{m}\right]_{\mathrm{U}}\right\}$ where $P_{\mathrm{U}(M)}$ represents a projector onto the $M-\mathrm{d}$ subspace

$$
\begin{equation*}
\mathrm{U}_{(M)}=P_{\mathrm{U}(M)} \mathrm{U}=\operatorname{Span}\left\{\phi_{m}(\mathbf{y})\right\} \tag{8}
\end{equation*}
$$

uniquely defined by a set of the orthogonal functions $\left\{\phi_{m}(\mathbf{y})=\left\|h_{m}(\mathbf{y})\right\|^{-2} h_{m}(\mathbf{y}) ; \quad m=1, \ldots, M\right\}$ that are related to $\left\{h_{m}(\mathbf{y})\right\}$ as a dual basis in $\mathrm{U}_{(M)}$ i.e. $\left[h_{m}, \phi_{n}\right]_{\mathrm{U}}=\delta_{m n} \forall m, n=1$, $\ldots, M$. In the observation scene $X \ni \mathbf{x}$, the discretization of the scattering field $e(\mathbf{x})$ is traditionally performed over a $Q \times N$ rectangular grid where $Q$ defines the dimension of the grid over the horizontal (azimuth) coordinate $x_{1}$ and $N$ defines the grid dimension over the orthogonal coordinate $x_{2}$ (the number of the range gates projected onto the scene). The discretized complex scattering function is represented by coefficients [7], [8] $E_{k}=\mathrm{E}_{(q, n)}=\left[e, g_{k}\right]_{\mathrm{E}}=\int_{X} e(\mathbf{x}) g_{k}(\mathbf{x}) d \mathbf{x} ; k=1, \ldots, K=Q \times N$, of it decomposition over the grid composed of such identical
shifted rectangular functions $\left\{g_{k}(\mathbf{x})=g_{(q, n)}(\mathbf{x})=1\right.$ if $\mathbf{x} \in \rho_{(q, n)}(\mathbf{x})=$ $=\operatorname{rect}_{(q, n)}\left(x_{1}, x_{2}\right)$ and $g_{k}(\mathbf{x})=0$ for other $\mathbf{x} \notin \rho_{(q, n)}(\mathbf{x})$ for all $q=$ $1, \ldots, Q ; n=1, \ldots, N ; k=1, \ldots, K=Q \times N\}$. Hence, the $K-\mathrm{d}$ approximation of the scattering field becomes

$$
\begin{equation*}
e_{(K)}(\mathbf{x})=\left(P_{\mathrm{E}(K)} e\right)(\mathbf{x})=\sum_{k=1}^{K} E_{k} g_{k}(\mathbf{x}) \tag{9}
\end{equation*}
$$

where $P_{\mathrm{E}(K)}$ represents a projector onto such $K$-d signal approximation subspace

$$
\begin{equation*}
\mathrm{E}_{(K)}=P_{\mathrm{E}(K)} \mathrm{E}=\operatorname{Span}\left\{g_{k}(\mathbf{x})\right\} \tag{10}
\end{equation*}
$$

spanned by $K$ orthogonal grid functions (pixels) $\left\{g_{k}(\mathbf{x})\right\}$. Using such approximations, it is possible to proceed from the operator form (4) to its conventional numerical (vector) form

$$
\begin{equation*}
\mathbf{U}=\mathbf{S} \mathbf{E}+\mathbf{N} \tag{11}
\end{equation*}
$$

where $\mathbf{U}, \mathbf{N}$ and $\mathbf{E}$ define the vectors composed of the coefficients $U_{m}, N_{m}$ and $E_{k}$ of the finite-dimensional approximations of the fields $u, n$ and $e$, respectively, and $\mathbf{S}$ is the matrix-form representation of the SFO with elements $\left\{S_{m k}=\left[S g_{k}, h_{m}\right]_{\mathrm{U}}=\int_{Y}\left(S g_{k}(\mathbf{x})\right)(\mathbf{y}) h_{m}^{*}(\mathbf{y}) d \mathbf{y} ; k=1, \ldots, K ; m=1\right.$, $\ldots, M\}$ [6]. Zero-mean Gaussian vectors $\mathbf{E}, \mathbf{N}$ and $\mathbf{U}$ in (11) are characterized by the correlation matrices, $\mathbf{R}_{\mathbf{E}}, \mathbf{R}_{\mathbf{N}}$ and $\mathbf{R}_{\mathbf{U}}$ $=\mathbf{S R}_{\mathbf{E}} \mathbf{S}^{+}+\mathbf{R}_{\mathbf{N}}$, respectively, where superscript + defines the Hermitian conjugate when it stands with a matrix or a vector. Because of the incoherent nature of the scattering field $e(\mathbf{x})$, the vector $\mathbf{E}$ has a diagonal correlation matrix, $\mathbf{R}_{\mathbf{E}}=\operatorname{diag}(\mathbf{B})=$ $\mathbf{D}(\mathbf{B})$, in which the $K \times 1$ vector of the principal diagonal $\mathbf{B}$ is composed of elements $B_{k}=\left\langle E_{k} E_{k}^{*}\right\rangle ; k=1, \ldots, K$. This vector $\mathbf{B}$ is referred to as a vector-form representation of the SSP. Hence, using the definition (6) the $K-\mathrm{d}$ approximation of the desired RS signature estimate $\hat{\Lambda}_{(K)}(\mathbf{x})$ as a continuous function of $\mathbf{x} \in X$ over the probing scene $X$ is now expressed as follows

$$
\begin{gather*}
\hat{\Lambda}_{(K)}(\mathbf{x})=\operatorname{est}\left\{\Lambda<\left|e_{(K)}(\mathbf{x})\right|^{2}>\right\}=\sum_{k=1}^{K} \Lambda\left(\hat{B}_{k}\right) g_{k}(\mathbf{x}) ;  \tag{12}\\
\mathbf{x} \in X .
\end{gather*}
$$

Analyzing (12), one may deduce that in every particular measurement scenario (specified by the corresponding approximation spaces $\mathrm{U}_{(M)}$ and $\mathrm{E}_{(K)}$ ) one has to derive the estimate $\hat{\mathbf{B}}$ of a vector-form approximation of the SSP that uniquely defines via (12) the approximated continuous pixelformat reconstructed map $\hat{\Lambda}_{(K)}(\mathbf{x})$ of the desired RS signature distributed over the observed scene $X \ni \mathbf{x}$. Hence, the vector

$$
\begin{equation*}
\hat{\boldsymbol{\Lambda}}=\operatorname{vec}\left\{\Lambda\left(\hat{B}_{k}\right) ; k=1, \ldots, K\right\} \tag{13}
\end{equation*}
$$

represents the numerical (i.e., vector-form) model of the reconstructed RS signature (RSS) in the conventional pixel format. Thus, the desired continuous-form RSS is uniquely
reconstructed from the estimate $\hat{\mathbf{B}}$ of the SSP vector (pixelformatted image) via (12).

## C. Experiment-design considerations

The experiment design (ED) aspects of the problem at hand implies the analysis of how to choose (finely adjust) the basis functions $\left\{g_{k}(\mathbf{r})\right\}$ that span the signal representation subspace $\mathrm{E}_{(K)}=P_{\mathrm{E}(K)} \mathrm{E}=\operatorname{Span}\left\{g_{k}\right\}$ for a given observation subspace $\mathrm{U}_{(M)}=\operatorname{Span}\left\{\varphi_{m}\right\}$ [6], [8], [12]. Here, we formalize such the ED considerations via imposing the metrics structure in the solution space [6], [8] defined by the inner product

$$
\begin{equation*}
\|\mathbf{B}\|_{\mathrm{B}(K)}^{2}=[\mathbf{B}, \mathbf{M B}] \tag{14}
\end{equation*}
$$

where $\mathrm{B}(K)$ represents the so-called correctness convex solution set [6], and $\mathbf{M}$ is referred to as the metrics inducing operator. Hence, the selection of $\mathbf{M}$ provides additional geometrical ED degrees of freedom of the problem model. In this study, we specify the model for $\mathbf{M}$ that corresponds to the numerical approximation of the Tikhonov's stabilizer of the second order [6], [8]. Next, following [6], we incorporate the projection-type a priori information, in which case the SSP vector $\mathbf{B}$ satisfies the linear constraint equation

$$
\begin{equation*}
\mathbf{G B}=\mathbf{C}, \quad \text { i.e. } \mathbf{G}^{-} \mathbf{G B}=\mathbf{B}_{\boldsymbol{P}} \tag{15}
\end{equation*}
$$

where $\mathbf{B}_{P}=\mathbf{G}^{-} \mathbf{C}$ and $\mathbf{G}^{-}$is the Moore-Penrose pseudoinverse of a given projection constraint operator $\mathbf{G}: \mathrm{B}_{(K)} \rightarrow \mathrm{B}_{(Q)}$, and the constraint vector $\mathbf{C} \in \mathrm{B}_{(Q)}$ and the constraint subspace $\mathrm{B}_{(Q)}(Q<K)$ are assumed to be given [8]. In (15), the constraint operator $\mathbf{G}$ projects the portion of the unknown SSP onto the subspace where the SSP values are fixed by $\mathbf{C}$. In practice, such limitations may specify also the system calibration [15], [22].

## III. HIGH-RESOLUTION NONPARAMETRIC IMAGING

## A. DEDR method

In the descriptive statistical formalism, the desired SSP vector $\hat{\mathbf{B}}$ is recognized to be the vector of the principal diagonal of an estimate of the correlation matrix $\mathbf{R}_{\mathbf{E}}(\mathbf{B})$, i.e. $\hat{\mathbf{B}}=\left\{\hat{\mathbf{R}}_{\mathbf{E}}\right\}_{\text {diag. }}$. Thus, one can seek to estimate $\hat{\mathbf{B}}=\left\{\hat{\mathbf{R}}_{\mathbf{E}}\right\}_{\text {diag }}$ given the data correlation matrix $\mathbf{R}_{\mathbf{U}}$ pre-estimated via averaging $J \geq 1$ independent sampled correlations [1], [24]

$$
\begin{equation*}
\hat{\mathbf{R}}_{\mathbf{U}}=\mathbf{Y}=\underset{j \in J}{\operatorname{aver}}\left\{\mathbf{U}_{(j)} \mathbf{U}_{(j)}^{+}\right\}=\frac{1}{J} \sum_{j=1}^{J} \mathbf{U}_{(j)} \mathbf{U}_{(j)}^{+}, \tag{16}
\end{equation*}
$$

and determining the solution operator (SO) $\mathbf{F}$ such that

$$
\begin{equation*}
\hat{\mathbf{B}}=\left\{\hat{\mathbf{R}}_{\mathbf{E}}\right\}_{\mathrm{diag}}=\left\{\mathbf{F} \mathbf{Y} \mathbf{F}^{+}\right\}_{\mathrm{diag}} \tag{17}
\end{equation*}
$$

To optimize the search for the desired SO $\mathbf{F}$ we reformulate here the $D E D R$ strategy [26], [27]

$$
\begin{equation*}
\mathbf{F}=\arg \min _{\mathbf{F}}\{\Re(\mathbf{F})\} \quad \text { subject to } \quad<\|\boldsymbol{\Delta}\|^{2}>_{p(\boldsymbol{\Delta})} \leq \delta \tag{18}
\end{equation*}
$$

where the conditioning term represents the statistical worstcase statistical performance (WCSP) regularization constraint imposed on the unknown particular disturbed component of the uncertain SFO matrix [26], $\tilde{\mathbf{S}}=\mathbf{S}+\boldsymbol{\Delta}$, where $\mathbf{S}$ represents the regular $\mathrm{SFO}, \boldsymbol{\Delta}$ represents the random SFO perturbation term, and the DEDR "augmented risk" functional is defined as

$$
\begin{align*}
\Re(\mathbf{F})=\operatorname{tr}\{ & \left.\left.<(\mathbf{F} \tilde{\mathbf{S}}-\mathbf{I}) \mathbf{A}(\mathbf{F} \tilde{\mathbf{S}}-\mathbf{I})^{+}>_{p(\boldsymbol{\Delta}}\right)\right\}  \tag{19}\\
& +\operatorname{atr}\left\{\mathbf{F} \mathbf{R}_{\mathbf{N}} \mathbf{F}^{+}\right\}
\end{align*}
$$

The DEDR strategy (18) implies the minimization of the weighted sum of the systematic and fluctuation errors (19) in the desired estimate (17), in which the unknown disturbances of the SFO $\boldsymbol{\Delta}$ are treated through the WCSP bounding constraint (18) imposed onto the averaged squared norm of $\Delta$. The selection (adjustment) of the regularization parameter $\alpha$ and the weight matrix A provides the additional DEDR "degrees of freedom" incorporating any descriptive properties of a solution if those are known a priori [26], [27]. We incorporate also two additional requirements into such DEDR strategy: (i) the SO must involve the adjoint $\mathrm{SFO} \mathbf{S}^{+}$(to satisfy the observability condition [26]); (ii) the resulting SO must admit a representation form that does not involve the inversion of $\mathbf{Y}$ (to be applicable to the scenarios with the lowrank Y, e.g. SAR imaging). These additional requirements constitute the principal distinguishing aspects of the pursued DEDR approach from the conventional minimum risk strategies [9], [14], [24] and lead to the following reformulated conditional optimization problem [26], [27]

$$
\begin{equation*}
\mathbf{F}=\arg \min _{\mathbf{F}} \max _{\left\langle\|\Delta\|^{2}\right\rangle_{p(\Delta)} \leq \delta}\{\Re(\mathbf{F})\} . \tag{20}
\end{equation*}
$$

To proceed with the derivation of the SO (20), in [26], [27] the following was performed: (i) decomposition of risk (19); (ii) evaluation of the maximum value $\beta$ of the bounding constraint in (20) applying the Cauchy-Schwarz inequality. Doing this, we translate the original min-max problem (20) into the equivalent (under the specified constraints) aggregated optimization problem

$$
\begin{equation*}
\mathbf{F}=\arg \min _{\mathbf{F}}\left\{\Re_{D E D R}(\mathbf{F})\right\} \tag{21}
\end{equation*}
$$

with the aggregated DEDR risk functional,

$$
\begin{equation*}
\left.\Re_{D E D R}(\mathbf{F})\right\}=\operatorname{tr}\left\{(\mathbf{F S}-\mathbf{I}) \mathbf{A}(\mathbf{F S}-\mathbf{I})^{+}\right\}+\alpha \operatorname{tr}\left\{\mathbf{F} \mathbf{R}_{\Sigma} \mathbf{F}^{+}\right\} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\Sigma}=\mathbf{R}_{\Sigma}(\beta)=\left(\mathbf{R}_{\mathbf{N}}+\beta \mathbf{I}\right) ; \beta=\delta / \alpha \geq 0 \tag{23}
\end{equation*}
$$

The solution of the minimization problem (21) was derived and detailed in [26], [27]; the resulting SO has the following representation

$$
\begin{equation*}
\mathbf{F}_{D E D R}=\mathbf{K}_{\mathbf{A}, \alpha, \beta} \mathbf{S}^{+} \mathbf{R}_{\Sigma}^{-1} \tag{24}
\end{equation*}
$$

i.e., is a composition of the whitening filter, $\mathbf{R}_{\Sigma}^{-1}$, the matched spatial filter, $\mathbf{S}^{+}$, and the regularized reconstruction operator

$$
\begin{equation*}
\mathbf{K}_{\mathbf{A}, \alpha, \beta}=\left(\mathbf{S}^{+} \mathbf{R}_{\Sigma}^{-1} \mathbf{S}+\alpha \mathbf{A}^{-1}\right)^{-1} . \tag{25}
\end{equation*}
$$

Note that the derived SO (24) involves $\mathbf{S}^{+}$(i.e. satisfies the DED-observability constraints) and does not involve the inversion of $\mathbf{Y}$ (i.e. is applicable to reconstructive SAR imaging problems with only one recorded realization of the trajectory data signal available for further processing, $J=1$ ).

## B. FBR method

The robustified numerical version of the fused Bayesianregularization (FBR) method for reconstruction of the power spatial spectrum pattern (SSP) of the wave field scattered from a remotely sensing scene (that is referred to as a desired RS image) given a finite set of array radar/SAR signal recordings was developed originally in [7]. Since the SSP estimation is in essence a nonlinear numerical inverse problem, the proposition in [7], [8] was to alleviate the problem illposeness by robustification of the Bayesian estimation strategy [14], [24] via performing the non adaptive approximations of the reconstructive operators that incorporate the non trivial metrics considerations for designing the proper solution space and different regularization constraints imposed on a solution.

The estimator that produces the high-resolution optimal (in the sense of the Bayesian minimum risk strategy) estimate $\hat{\mathbf{B}}$ of the SSP vector via processing the $M$-d data recordings $\mathbf{U}$ applying the FBR estimation strategy that incorporates also nontrivial a priori geometrical and projection-type model information was developed in [7] and [8]. Such optimal FBR estimate of the SSP is given by the nonlinear equation

$$
\begin{equation*}
\hat{\mathbf{B}}=\mathbf{B}_{P}+\mathbf{P} \mathbf{B}_{0}+\mathbf{W}(\hat{\mathbf{B}})\{\mathbf{V}(\hat{\mathbf{B}})-\mathbf{Z}(\hat{\mathbf{B}})\} . \tag{26}
\end{equation*}
$$

In (26), the constraint $\mathbf{B}_{P}$ is specified by (15) and $\mathbf{B}_{0}$ represents the a priori SSP distribution to be considered as a zero step approximation to the desires SSP estimate $\hat{\mathbf{B}}$. The sufficient statistics (SS) vector $\mathbf{V}(\hat{\mathbf{B}})=\left\{\mathbf{F}(\hat{\mathbf{B}}) \mathbf{U U}^{+} \mathbf{F}^{+}(\hat{\mathbf{B}})\right\}_{\text {diag }}$ (vector composed of the principal diagonal of the embraced matrix) is formed via applying to the measured data vector $\mathbf{U}$, the solution-dependent SS formation operator [7]

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}(\hat{\mathbf{B}})=\mathbf{D}(\hat{\mathbf{B}})\left(\mathbf{I}+\mathbf{S}^{+} \mathbf{R}_{\mathrm{N}}^{-1} \mathbf{S D}(\hat{\mathbf{B}})\right)^{-1} \mathbf{S}^{+} \mathbf{R}_{\mathrm{N}}^{-1} \tag{27}
\end{equation*}
$$

The SS shift vector in (26) is defined as $\mathbf{Z}(\hat{\mathbf{B}})$ [7], and the composite solution-dependent smoothing-projection window operator

$$
\begin{equation*}
\mathbf{W}(\hat{\mathbf{B}})=\mathbf{P}_{\mathbf{w}} \Omega(\hat{\mathbf{B}}) \tag{28}
\end{equation*}
$$

is composed of the projector

$$
\begin{equation*}
\mathbf{P}_{\mathbf{W}}=\left(\mathbf{I}-\mathbf{G}^{-} \mathbf{G}\right) \tag{29}
\end{equation*}
$$

and the solution dependent smoothing window

$$
\begin{equation*}
\Omega(\hat{\mathbf{B}})=\left[\operatorname{diag}\left(\left\{\mathbf{S}^{+} \mathbf{F}^{+} \mathbf{F} \mathbf{S}\right\}_{\mathrm{diag}}\right)+\hat{\alpha} \mathbf{D}^{2}(\hat{\mathbf{B}}) \mathbf{M}(\hat{\mathbf{B}})\right]^{-1}, \tag{30}
\end{equation*}
$$

in which the regularization parameter $\hat{\alpha}$ is to be adaptively adjusted using the system calibration data [7], [8]. The resulting FBR-optimal estimate in the numerical (discrete pixel) format is given by

$$
\begin{equation*}
\hat{\mathbf{B}}_{F B R}=\mathbf{B}_{P}+\mathbf{P} B_{0}+\mathbf{W}(\hat{\mathbf{B}})\{\mathbf{V}(\hat{\mathbf{B}})-\mathbf{Z}(\hat{\mathbf{B}})\} . \tag{31}
\end{equation*}
$$

Because of the non-linearity and complexity of the solutiondependent $K$-d operator inversions needed to be performed to compute the $\operatorname{SS} \mathbf{V}(\hat{\mathbf{B}})$, the window $\mathbf{W}(\hat{\mathbf{B}})$ and SS shift $\mathbf{Z}(\hat{\mathbf{B}})$, the computational load of such optimal FBR estimator (26), (31) developed originally in [7], [8] is extremely high to address that as a practically realizable estimator of the SSP and RSS (i.e. practical high-resolution RS radar imaging and signature mapping technique realizable to operate in a realtime mode).

## C. DEDR-related and FBR-related robust spatial filtering (RSF) techniques

The robustification scheme for real-time implementation of the DEDR estimator (17) and the FBR estimator (26), (31) enables one to reduce drastically the computation load of the image formation procedure without substantial degradation in the resolution and overall image performances. Here first, we propose the robustified versions of the DEDR estimator defined by (17) and the FBR estimator given by (26) that we refer to as the robust FBR reconstructive filtering (RFBR) method. This method is a direct generalization of the previous one proposed in [7] and [8] that we perform here via roughing $\mathbf{P}_{\mathbf{W}}=\mathbf{I}$ and approximating both the SS formation operator $\mathbf{F}(\hat{\mathbf{B}})$ and the smoothing window $\Omega(\hat{\mathbf{B}})$ in (26) by roughing $\mathbf{D}(\hat{\mathbf{B}}) \approx \mathbf{D}=b_{0} \mathbf{I}$, where $b_{0}$ represents the expected a priori image grey level [7], [8]. Hence, the robustified SS formation operator

$$
\begin{equation*}
\mathbf{F}=\mathbf{A}^{-1}(\rho) \mathbf{S}^{+} \quad \text { with } \quad \mathbf{A}(\rho)=\mathbf{S}^{+} \mathbf{S}+\rho^{-1} \mathbf{I} \tag{32}
\end{equation*}
$$

becomes the regularized inverse of the SFO $\mathbf{S}$ with regularization parameter $\rho^{-1}$, the inverse of the signal-to-noise ratio (SNR) $\rho=b_{0} / N_{0}$ for the adopted white observation noise model, $\mathbf{R}_{\mathbf{N}}=N_{0} \mathbf{I}$ with intensity $N_{0}$. In that case, the robust smoothing window

$$
\begin{equation*}
\mathbf{W}=\boldsymbol{\Omega}=\left(w_{0} \mathbf{I}+\mathbf{M}\right)^{-1} \tag{33}
\end{equation*}
$$

is completely defined by the matrix $\mathbf{M}$ that induces the metrics structure in the solution space [6] with the scaling factor $w_{0}=$ $\operatorname{tr}\left\{\mathbf{S}^{+} \mathbf{F}^{+} \mathbf{F S}\right\} / K$. Such robustified $\mathbf{W}$ can be pre-computed a
priori for a family of different admissible $\rho$ as it was proposed in the previous studies [7], [8]. Here, we employ a practical constraints of high SNR operational conditions [22], $\rho \gg 1$, in which case one can neglect also the constant bias $\mathbf{Z}=Z_{0} \mathbf{I}$ in (26) because it does not affect the pattern of the SSP estimate (it influences only the constant grey level in the resulting solution but $Z_{0} \ll \beta$ for $\rho \gg 1$ ). Following these practically motivated assumptions, the resulting RFBR estimator for the SSP becomes

$$
\begin{equation*}
\hat{\mathbf{B}}_{R F B R}=\mathbf{B}_{0}+\boldsymbol{\Omega V} \tag{34}
\end{equation*}
$$

where $\mathbf{V}=\left\{\mathbf{F U U}^{+} \mathbf{F}^{+}\right\}_{\text {diag }}$ represents now the robust SS vector.

## D. Matched spatial filtering (MSF) algorithm

The simplest rough SSP and RSS estimators can be constructed as further simplification of (34) if the trivial a priori model information $\left(\mathbf{P}_{\mathbf{W}}=\mathbf{I}\right.$ and $\left.\mathbf{B}_{0}=b_{0} \mathbf{I}\right)$ is adopted, and roughly approximate the SS formation operator $\mathbf{F}$ by the adjoint SFO, i.e. the matched filter

$$
\begin{equation*}
\mathbf{F} \approx \gamma_{0} \mathbf{S}^{+} \tag{35}
\end{equation*}
$$

where the normalizing constant $\gamma_{0}$ provides balance of the operator norms $\gamma_{0}^{2}=\operatorname{tr}^{-1}\left\{\mathbf{S}^{+} \mathbf{S} \mathbf{S}^{+} \mathbf{S}\right\} \operatorname{tr}\left\{\mathbf{F S S}^{+} \mathbf{F}^{+}\right\}$[6]. In that case, the estimator (34) is simplified to its rough matched spatial filter (MSF) version

$$
\begin{equation*}
\hat{\mathbf{B}}_{M S F}=\Omega \Pi, \tag{36}
\end{equation*}
$$

where the rough $\mathrm{SS}, \Pi=\gamma_{0}^{2}\left\{\mathbf{S}^{+} \mathbf{U} \mathbf{U}^{+} \mathbf{S}\right\}_{\text {diag }}$, is now formed applying the adjoint operator (i.e. the matched spatial filter) $\mathbf{S}^{+}$, and the windowing of the rough $\mathrm{SS} \Pi$ is performed applying the smoothing filter $\Omega=\left(w_{0} \mathbf{I}+\mathbf{M}\right)^{-1}$ with the nonnegative entry [7], [8]. The (36) is referred to as matched spatial filtering (MSF) algorithm for estimation of the SSP. Equation (36) is recognized to be a vector-form representation of the conventional kernel SSP estimation algorithm [9], [24], in which the SS is formed as the squared modulus of the outcomes of the matched spatial filter applied to the recorded data signal (trajectory signal in the SAR terminology [12], [23]). Thus, in the framework of the FBR inference-based approach to RS imaging [6], the traditional MSF technique (36) can be viewed as a rough simplified version of the RFBR algorithm (34).

## E. Robust adaptive spatial filtering (RASF) algorithm

The RASF solution operator ( SO ) is a modification of the (27) for the case of an arbitrary zero-mean noise with the correlation matrix $\mathbf{R}_{\mathbf{N}}$, the equal importance of the systematic and noise error measures, i.e. $\alpha=1$, and the solution dependent weight matrix $\mathbf{A}=\hat{\mathbf{D}}^{-1}$. In this case, the SO is recognized to be the robust adaptive spatial filter (RASF)

$$
\begin{equation*}
\mathbf{F}_{R A S F}=\left(\mathbf{S}^{+} \mathbf{R}_{\mathbf{N}}^{-1} \mathbf{S}+\hat{\mathbf{D}}^{-1}\right)^{-1} \mathbf{S}^{+} \mathbf{R}_{\mathrm{N}}^{-1} \tag{37}
\end{equation*}
$$

## IV. QUALITY METRICS

The traditional quantitative quality metric [1] for RS images is the so-called Improvement in the Output Signal to Noise Ratio (IOSNR), which provides the metrics for performance gains attained with different employed estimators in dB scale

$$
\begin{gather*}
\operatorname{IOSNR}(d B)=10 \cdot \log _{10}\left(\frac{\sum_{k=1}^{K}\left(\hat{b}_{k}^{(M S F)}-b_{k}\right)^{2}}{\sum_{k=1}^{K}\left(\hat{b}_{k}^{(p)}-b_{k}\right)^{2}}\right),  \tag{38}\\
p=1, \ldots, P
\end{gather*}
$$

where $b_{k}$ represents the value of the $k$-th element (pixel) of the original SSP, $\hat{b}_{k}^{(M S F)}$ represents the value of the $k$-th element (pixel) of the rough SSP estimate formed applying the matched spatial filtering (MSF) method, and $\hat{b}_{k}^{(p)}$ represents the value of the $k$-th element (pixel) of the enhanced SSP estimate formed applying the $p$ th enhanced imaging method $(p=1, \ldots, P)$, respectively.

The percentage IOSNR (PIOSNR) quality metric is a modification of the IOSNR metric [22]; it expresses the percentage of the gained reconstruction improvement specified as follows

$$
\begin{gather*}
\operatorname{PIOSNR}(\%)=100\left(1-\frac{\sum_{k=1}^{K}\left(\hat{b}_{k}^{(p)}-b_{k}\right)^{2}}{\sum_{k=1}^{K}\left(\hat{b}_{k}^{(\text {MSF })}-b_{k}\right)^{2}}\right),  \tag{39}\\
p=1, \ldots, P .
\end{gather*}
$$

Finally, the total Mean Square Error (MSE) is a quality metric defined as [24]

$$
\begin{equation*}
M S E=\sum_{k=1}^{K}\left(\hat{b}_{k}^{(p)}-b_{k}\right)^{2}, \quad p=1, \ldots, P \tag{40}
\end{equation*}
$$

The quality metrics specified by (38), (39) and (40) allow to quantify the performances of the employed SSP and RSS reconstructive estimation methods (enumerated by $p=$ $1, \ldots, P)$.

## V. SIMULATIONS

The first simulation experiment was performed for the test (artificially synthesized) scenes imaging applying the SAR with partially synthesized aperture as an RS imaging system [8]. The SFO of all RS images were factorized along two axes in the image plane: the azimuth (horizontal axis, $x_{1}$ ) and the range (vertical axis, $x_{2}$ ). Following the common practically motivated technical considerations [5], [12], [23] we modelled a triangular shape of the SAR range ambiguity function (AF) $\Psi_{r}\left(x_{2}\right)$ in the $x_{2}$ direction, and a $|\operatorname{sinc}|^{2}$ shape of the sidelooking SAR azimuth $\operatorname{AF} \Psi_{a}\left(x_{1}\right)$ in the $x_{1}$ direction at the zero crossing level for the simulated SAR system with fractionally synthesized array [8], [23], [24].

The behavior and performance indices of the described estimators were examined for five RS system configurations applied to three test scenes as specified below.

In the first simulation scenario, the assigned values of the AF widths were: 5 pixels width for $\Psi_{r}\left(x_{2}\right)$ and 10 pixels width for $\Psi_{a}\left(x_{1}\right)$. In the simulations reported in Fig. 1, we considered the case of white Gaussian observation noise with the SNR of 30 dB . Figure 1 (a) shows the $512 \times 512$-pixel original synthesized test scene. Figure 1(b) reports the image formed implementing the MSF method. Figure 1(c) presents the reconstructed (enhanced) synthesized image formed using the RASF estimator. Figure 1(d) shows the reconstructed (enhanced) synthesized image formed using the DEDR estimator. Figure 1(e) presents the reconstructed (enhanced) synthesized image formed using the FBR estimator. Last, Figure 1(f) shows the reconstructed (enhanced) synthesized image formed using the RFBR estimator. The quantitative quality metrics of the $I O S N R, P I O S N R$ and $M S E$ gained with the employed enhanced imaging methods for the simulated fractional aperture synthesis scenarios with different levels of noise are reported in Table 1.

In the second simulation scenarios, the high-resolution realworld environmental images were used as test scenes [4]. The first tested scene is shown in Fig. 2(a) and the second tested scene is shown in Fig. 3(a). The simulation experiments were run with the following system-level specifications: 5 pixels width for $\Psi_{r}\left(x_{2}\right)$ and 20 pixels width for $\Psi_{a}\left(x_{1}\right)$, respectively. In the basic simulations, we considered the case of white Gaussian observation noise with the SNR of 30 dB . Figures 2(b) and 3(b) show the images formed via implementing the MSF method with the system parameters specified in the figure captions. Figures 2(c) and 3(c) present the reconstructed (enhanced) images formed using the RASF estimator. Figures 2(d) and 3(d) show the enhanced images reconstructed with the DEDR method. Figures 2(e) and 3(e) present the reconstructed (enhanced) images formed using the FBR estimator. Figures 2(f) and 3(f) show the enhanced images reconstructed with the RFBR method. The quantitative quality metrics of the $I O S N R, P I O S N R$ and $M S E$ gained with different tested enhanced imaging methods for the simulated fractional aperture synthesis scenarios with different levels of noise are reported in Tables 2 and 3, respectively.

In the third reported here simulation scenario that was run with the second real-world SAR scene, the system-level specifications were as follows: 5 pixels width for $\Psi_{r}\left(x_{2}\right), 40$ pixels width for $\Psi_{a}\left(x_{1}\right)$ for the first $\left(1^{\text {st }}\right)$ system and 50 pixels width for $\Psi_{a}\left(x_{1}\right)$ for the second ( $\left.2^{\text {nd }}\right)$ simulated fractional SAR imaging system with SNR of 30 dB . Figures 4(a) and 5(a) show the $512 \times 512$-pixel high-resolution original scene. Figures $4(\mathrm{~b})$ and $5(\mathrm{~b})$ present the images of the same scene formed implementing the MSF method. Figures 4(c) and 5(c) display the reconstructed (enhanced) scene images formed using the RASF estimator. Figures 4(d) and 5(d) show the
enhanced images reconstructed with the DEDR method. Figures 4(e) and 5(e) display the enhanced scene images reconstructed using the FBR estimator. Last, figures 4(f) and 5(f) present the reconstructed (enhanced) images formed using the RFBR technique. The IOSNR, PIOSNR and MSE quantitative quality metrics gained with different simulated enhanced imaging methods for different fractional SAR operational scenarios and different levels of noise are reported in Tables 4 and 5, respectively. The presented simulation protocols are indicative of improvements both in the qualitative and quantitative metrics gained with the proposed robust DEDR and FBR-related techniques in comparison with the conventional MSF and RSF algorithms.

## VI. COMPUTATIONAL COMPLEXITY

Real-time computing is traditionally referred to as study of software systems which are subject to some real-time operational constraints [1] (e.g., operational deadlines from en event to a system response) [19]. By contrast, a non-real-time system is one for which there is no deadline, even if fast response or high performance is desired or preferred [1], [19]. The needs of real-time software are often addressed in the context of real-time operating systems [1], and synchronous programming languages [2], which provide frameworks on which to build up the real-time application software [2], [3].

A real time RS data processing/imaging system is one, which performances can be considered (within a particular RS context) to be mission critical [3]. Real-time computations can be said to have failed if they are not completed before their deadline, where the deadline is relative to an RS event [19]. A real-time deadline must be met, regardless of system load [1].

For the previously described image enhancement and SSP/RSS mapping methodologies, it is reasonable to define the computational complexity via determining the number of computational operations needed to perform the particular employed algorithms [10]. Consider $\boldsymbol{K}$ as a matrix, $\boldsymbol{I}$ as an inverse matrix. Let suffix $n$ represents the number of matrix multiplications and/or inversions required to complete the mathematical operations (e.g., $\boldsymbol{K}^{(4)}$ represents a quadruple matrix multiplication, $\boldsymbol{I}^{(2)}$ represents a double matrix inversion, etc.). For the particular employed simulation formats, $\boldsymbol{K}$ and $\boldsymbol{I}$ are $512 \times 512$ matrixes. The number of operations needed to complete one reconstruction cycle for the tested and compared methods are reported in Table 6. With these results, one can analyze the processing time (in operation cycles) needed to perform computationally each proposed/employed algorithm. Last, Table 7 reports the computational times required for completing the compared SSP/RSS reconstructive techniques with three different typical computer processing unit (CPU) clock speeds: (i) with a personal computer (PC) running at 2.66 GHz with a single processor; (ii) with a workstation (WS) running at 3.80 GHz
with a duo processor, and (iii) with a dedicated hardware (DH) running at 300 MHz with a single processor.

The presented results of comparative simulation analysis illustrate the behavior and overall imaging performance improvements gained with the proposed robust DEDR and FBR-related approaches compared with other previously developed methods [1], [4], [12], [20] in both the reconstruction quality metrics and computational complexity


Fig. 1. Simulation results of the synthesized test scene SSP reconstruction. Specifications of the simulation experiment are summarized in Table 1.

a. First real-world original high-resolution scene.

c. Scene reconstruction using the RASF estimator.

e. Scene reconstruction using the FBR estimator.

b. Low-resolution scene image formed applying the MSF method.

d. Scene reconstruction using the DEDR estimator.

f. Scene reconstruction using the robust RFBR estimator.

Fig. 2. Simulation results of the first real-world SAR scene imaging with SSP reconstruction performed with the $1^{\text {st }}$ system. Specifications of the simulation experiment are summarized in Table 2.

a First real-world original high-resolution scene.

c. Scene reconstruction using the RASF estimator.

e. Scene reconstruction using the FBR estimator.

b. Low-resolution scene image formed applying the MSF method.

d. Scene reconstruction using the DEDR estimator.

f. Scene reconstruction using the robust RFBR estimator.

Fig. 3. Simulation results of the first real-world SAR scene imaging with SSP reconstruction performed with the $2^{\text {nd }}$ system. Specifications of the simulation experiment are summarized in Table 3.

a. Second real-world original high-resolution scene.

c. Scene reconstruction using the RASF estimator.

e. Scene reconstruction using the FBR estimator.

b. Low-resolution scene image formed applying the MSF method.

d. Scene reconstruction using the DEDR estimator.

f. Scene reconstruction using the robust RFBR estimator.

Fig. 4. Simulation results of the first real-world SAR scene imaging with SSP reconstruction performed with the $1^{\text {st }}$ system. Specifications of the simulation experiment are summarized in Table 4.

a. Second real-world original high-resolution scene.

c. Scene reconstruction using the RASF estimator.

e. Scene reconstruction using the FBR estimator.

b. Low-resolution scene image formed applying the MSF method.

d. Scene reconstruction using the DEDR estimator.

f. Scene reconstruction using the robust RFBR estimator.

Fig. 5. Simulation results of the first real-world SAR scene imaging with SSP reconstruction performed with the $2^{\text {nd }}$ system. Specifications of the simulation experiment are summarized in Table 5.

TABLE 1
COMPARATIVE TABLE OF THE QUALITY METRICS GAINED WITH DIFFERENT ESTIMATION METHODS FOR THREE LEVELS OF NOISE (SNR). RESULTS ARE REPORTED FOR THE SYNTHESIZED TEST SCENE.
SYSTEM SPECIFICATIONS: RANGE TRIANGULAR SHAPE OF AF $\Psi_{R}\left(X_{2}\right)=5$ PIXELS WIDTH; AZIMUTH $|\operatorname{SINC}|^{2}$ SHAPE OF AF $\Psi_{A}\left(X_{1}\right)=10$ PIXELS WIDTH

|  | Method $\rightarrow$ | RASF |  |  | DEDR |  |  | FBR |  |  | RFBR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNR [dB] $\rightarrow$ | 20 | 25 | 30 | 20 | 25 | 30 | 20 | 25 | 30 | 20 | 25 | 30 |
|  | $\begin{gathered} \hline \text { IOSNR } \\ \text { [dB] } \end{gathered}$ | 15.65 | 20.84 | 25.23 | 13.54 | 18.85 | 23.45 | 10.26 | 14.76 | 17.37 | 11.16 | 15.53 | 18.36 |
|  | $\begin{gathered} \text { PIOSNR } \\ (\%) \end{gathered}$ | 72.34 | 78.16 | 77.06 | 76.74 | 84.77 | 79.69 | 92.82 | 92.75 | 95.54 | 91.73 | 91.43 | 94.33 |
|  | MSF | 0.20 | 0.50 | 0.60 | 0.23 | 0.40 | 0.50 | 0.03 | 0.20 | 0.10 | 0.04 | 0.22 | 0.14 |

TABLE 2
COMPARATIVE TABLE OF THE QUALITY METRICS GAINED WITH DIFFERENT ESTIMATION METHODS FOR THREE LEVELS OF NOISE (SNR). RESULTS ARE REPORTED FOR THE $1^{\text {ST }}$ SYSTEM APPLIED TO THE FIRST SAR SCENE.
SYSTEM SPECIFICATIONS: RANGE TRIANGULAR SHAPE OF AF $\Psi_{R}\left(X_{2}\right)=5$ PIXELS WIDTH; AZIMUTH $\mid$ SINC $\left.\right|^{2}$ SHAPE OF AF $\Psi_{A}\left(X_{1}\right)=20$ PIXELS WIDTH.

|  | Method $\rightarrow$ | RASF |  |  | DEDR |  |  | FBR |  |  | RFBR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNR [dB] $\rightarrow$ | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 |
| 苞 | $\begin{gathered} \text { IOSNR } \\ {[\mathrm{dB}]} \end{gathered}$ | 10.15 | 15.32 | 20.25 | 8.76 | 13.74 | 18.84 | 5.47 | 9.85 | 12.63 | 6.15 | 10.62 | 13.04 |
|  | $\begin{aligned} & \text { PIOSNR } \\ & (\%) \end{aligned}$ | 81.37 | 86.62 | 85.24 | 83.22 | 91.14 | 90.21 | 96.63 | 91.68 | 99.10 | 95.18 | 90.29 | 98.24 |
|  | MSF | 0.16 | 0.46 | 0.57 | 0.18 | 0.37 | 0.46 | 0.02 | 0.24 | 0.24 | 0.03 | 0.29 | 0.34 |

TABLE 3
COMPARATIVE TABLE OF THE QUALITY METRICS GAINED WITH DIFFERENT ESTIMATION METHODS FOR THREE LEVELS OF NOISE (SNR). RESULTS ARE REPORTED FOR THE $2^{\text {ND }}$ SYSTEM APPLIED TO THE FIRST SAR SCENE.
System specifications: RANGE TRIANGULAR SHAPE OF AF $\Psi_{R}\left(X_{2}\right)=5$ PIXELS WIDTH; AZIMUTH $\mid$ SINC $\left.\right|^{2}$ SHAPE OF AF $\Psi_{A}\left(X_{1}\right)=30$ PIXELS WIDTH.

|  | Method $\rightarrow$ | RASF |  |  | DEDR |  |  | FBR |  |  | RFBR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNR [dB] $\rightarrow$ | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 |
| N | $\begin{gathered} \text { IOSNR } \\ {[\mathrm{dB}]} \end{gathered}$ | 9.42 | 14.87 | 19.37 | 7.83 | 12.96 | 17.24 | 5.92 | 10.23 | 15.37 | 6.23 | 11.73 | 15.96 |
|  | $\begin{gathered} \text { PIOSNR } \\ (\%) \end{gathered}$ | 77.37 | 82.74 | 81.24 | 79.32 | 87.74 | 86.41 | 97.83 | 94.28 | 99.26 | 96.28 | 93.29 | 98.64 |
|  | MSF | 0.30 | 0.60 | 0.70 | 0.33 | 0.50 | 0.60 | 0.13 | 0.30 | 0.20 | 0.14 | 0.32 | 0.24 |

TABLE 4
COMPARATIVE TABLE OF THE QUALITY METRICS GAINED WITH DIFFERENT ESTIMATION METHODS FOR THREE LEVELS OF NOISE (SNR). RESULTS ARE REPORTED FOR THE $1^{\text {ST }}$ SYSTEM APPLIED TO THE SECOND SAR SCENE.
SYSTEM SPECIFICATIONS: RANGE TRIANGULAR SHAPE OF AF $\Psi_{R}\left(X_{2}\right)=5$ PIXELS WIDTH; AZIMUTH $\mid$ SINC $\left.\right|^{2}$ SHAPE OF AF $\Psi_{A}\left(X_{1}\right)=40$ PIXELS WIDTH.

|  | Method $\rightarrow$ | RASF |  |  | DEDR |  |  | FBR |  |  | RFBR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Noise [dB] $\rightarrow$ | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 |
| $\frac{0}{E}$ | IOSNR <br> [dB] | 12.42 | 17.82 | 22.75 | 9.42 | 14.72 | 19.64 | 5.23 | 10.22 | 15.33 | 6.24 | 11.25 | 16.45 |
|  | $\begin{aligned} & \text { PIOSNR } \\ & (\%) \end{aligned}$ | 65.77 | 70.84 | 69.96 | 67.28 | 75.44 | 74.43 | 90.33 | 87.38 | 93.70 | 89.18 | 86.39 | 92.54 |
|  | MSF | 0.26 | 0.56 | 0.66 | 0.29 | 0.46 | 0.56 | 0.14 | 0.26 | 0.16 | 0.10 | 0.28 | 0.20 |

TABLE 5
COMPARATIVE TABLE OF THE QUALITY METRICS GAINED WITH DIFFERENT ESTIMATION METHODS FOR THREE LEVELS OF NOISE (SNR). RESULTS ARE REPORTED FOR THE $2^{\text {ND }}$ SYSTEM APPLIED TO THE SECOND SAR SCENE.
SYSTEM SPECIFICATIONS: RANGE TRIANGULAR SHAPE OF AF $\Psi_{R}\left(X_{2}\right)=5$ PIXELS WIDTH; AZIMUTH $\mid$ SINC $\left.\right|^{2}$ SHAPE OF AF $\Psi_{A}\left(X_{1}\right)=50$ PIXELS WIDTH.

|  | Method $\rightarrow$ | RASF |  |  | DEDR |  |  | FBR |  |  | RFBR |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNR [dB] $\rightarrow$ | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 | 15 | 20 | 25 |
| $\frac{0}{3}$ | $\begin{gathered} \text { IOSNR } \\ {[\mathrm{dB}]} \end{gathered}$ | 13.64 | 18.32 | 23.74 | 10.45 | 15.76 | 20.73 | 6.37 | 11.52 | 16.75 | 7.43 | 12.53 | 17.89 |
|  | PIOSNR <br> (\%) | 74.77 | 79.74 | 78.42 | 76.32 | 84.44 | 83.41 | 94.63 | 91.53 | 97.12 | 93.58 | 90.89 | 96.74 |
|  | MSF | 0.25 | 0.55 | 0.65 | 0.28 | 0.45 | 0.55 | 0.08 | 0.25 | 0.15 | 0.09 | 0.27 | 0.19 |

TABLE 6
NUMBER OF OPERATIONS PER CYCLE FOR COMPUTATIONAL IMPLEMENTATION OF DIFFERENT ENHANCED IMAGING METHODS.
RESULTS ARE REPORTED FOR EACH ANALYZED METHOD.


TABLE 7
COMPARATIVE TABLE OF THE REQUIRED PROCESSING TIME FOR THE COMPARED ENHANCED IMAGING METHODS. THE RESULTS ARE REPORTED IN SECONDS.
Note - Processing times are calculated considering all the CPU Clock speed is dedicated; RESULTS MAY VARY DEPENDING ON THE PROCESSOR TYPE, CPU MEMORY AND SOFTWARE USED.

| Method | Operation per cycle | Total operations | PC Time [seconds] | WS Time [seconds] | DH Time [seconds] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DEDR | $\boldsymbol{K}^{(2)} \cdot \boldsymbol{I}$ | $1.34 \times 10^{8}$ | 0.05 | 0.035 | 0.45 |
| FBR | $\boldsymbol{K}+\boldsymbol{K}^{(2)}+\boldsymbol{K}^{(4)} \boldsymbol{I}$ | $3.48 \times 10^{13}$ | $1.30 \times 10^{4}$ | $9.15 \times 10^{3}$ | $11.60 \times 10^{3}$ |
| RFBR | $\boldsymbol{K}+\boldsymbol{K}^{(2)} \cdot \boldsymbol{I}$ | $6.92 \times 10^{10}$ | 26.15 | 18.21 | 230.66 |
| MSF | $\boldsymbol{K} \cdot \boldsymbol{I}$ | $1.34 \times 10^{8}$ | 0.05 | 0.035 | 0.45 |
| ASF | $\boldsymbol{K} \cdot \mathbf{I}^{(2)}$ | $6.76 \times 10^{10}$ | 25.41 | 17.69 | 225.12 |

## VII. CONCLUDING REMARKS

We have performed the detailed comparative study of different proposed robust numerical versions of two recently developed high-resolution adaptive radar/SAR imaging methodologies: DEDR and FBR techniques. The undergone study revealed structural similarity of the robustified algorithms invoked from both methodologies, in particular, structural similarity of the RASF (DEDR-related) and the RFBR (robust FBR-related) methods. The performed comparative analysis of the computational complexities of different imaging techniques based on the robust SSP and RSS estimators revealed that the DEDR-related and FBRrelated robust imaging algorithms manifest user-controlled
real-time implementation performances because the RS deadline event is completed in each stage of the image reconstruction process to provide the system response in a virtually "real" (i.e., user-required) time.

In the RS applications related to the real-world $512 \times 512$ pixel scene image enhancement/reconstruction scenarios, the computational complexity for performing the enhanced RS imaging with the proposed RFBR algorithm in comparison with the original FBR method was drastically decreased, i.e., approximately $10^{5}$ times and required 27 seconds of the overall computational time. In the same manner, the computation time required for performing the DEDR-related robust RASF imaging algorithm was decreased even more
drastically, approximately $10^{15}$ times with respect to the adaptive (non-robust) original FBR method and required approximately only 0.50 seconds of the overall computational time. Also, the simulation protocols reported for different testes scenarios verify in more details the substantial efficiency of the proposed here high-resolution robust radar/SAR imaging techniques.
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# Theoretical Study of Diffusion and Adsorption Inside Nano- and Mesoporous Active Particles 

Oleksiy V. Klymenko


#### Abstract

Mass transport of a target species towards and within spherical mesoporous organosilica particles and its adsorption by active sites at pore walls is investigated through the numerical solution of the pertinent mathematical model. The presented theoretical results allow the optimization of mesoporous materials to increase their capacity towards target ions or molecules and their time-efficiency.


Index Terms- nanopore, adsorption, desorption, numerical simulation

## I. Introduction

THE synthesis of micro- or even nanometric structures equipped with chemically active functional sites has gained significant attention in the recent years due to unique abilities of such materials to perform selective reactions on dilute species while having appropriate active chemical ligands bound to a rigid inorganic skeleton [1]-[8]. In particular, a comparatively easy sol-gel way of preparing such materials results in spherical microparticles consisting of bundles of nano- or mesopores opening through the particle surface and lined with specifically chosen active ligands to achieve selective trapping of target ions or molecules inside the particles. Due to the large surface area of the pore walls relative to their volume such particles are able to selectively accumulate extremely high concentrations of target species even of it is present in minute quantity in the solution containing the particles [4]-[5]. This property of the mesoporous particles is of high interest for selective filtration of liquids in various applications ranging from everyday to industrial and environmental purposes.

Despite a large number of works in this area most of them rely on empirical results and classical approaches although diffusion-reaction patterns developing inside nano- and mesoporous materials as well as transport conditions at the entrances to individual nanopores significantly influence the time efficiency of such materials. Therefore considering only limiting thermodynamic capacity of nanoporous particles is not sufficient for the construction of highly efficient and selective materials for specific applications.
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Fig. 1. Schematic representation of a spherical mesoporous particle consisting of a dense bundle of nanopores; $\mathrm{R}_{\text {part }}$ is the particle radius, $\mathrm{R}_{\text {pore }}$ that of the nanopores, $L$ the nanopore length, $\omega$ the half-thickness of sol-gel wall and $\delta$ the thickness of the steady state diffusion layer surrounding it into the solution. (a) Schematic view showing one nanopore placement inside the particle and target species entering it from the surrounding solution. (b) Axial cross section of one nanopore and "its" diffusion layer; note that the origin of the abscissa axis, $x$, is fixed onto the particle surface and it is directed inside the particle; ordinates are measured orthogonally from the nanopore axis.

The general laws governing the diffusion-reaction patterns created inside such nano- or mesoporous materials during their filling and which control their cross-communications with the bulk solution (see Fig. 1) have been presented and discussed in a recent paper [9]. This general physicomathematical treatment has delineated the complex situations which may arise and outlined the general kinetic laws obeyed under each kinetic range. Its main results are presented in Fig. 2 in the form of a zone diagram depending on the two main dimensionless parameters which govern primarily the complex kinetics of diffusion and reaction within nano- or mesopores [9]. However, despite its conceptual utility the application of this general to a particular
experimental situation requires the consideration of many other parameters which affect the overall kinetic phenomena. This prevents the derivation of handy workable general laws, but nevertheless the complete model may be solved numerically. In this work we present a full numerical approach for the physicochemical problem at hand.


Fig. 2. (a) Kinetic zone diagram illustrating the different behaviors experienced by the 2D-nanoporous system as a function of its main dimensionless parameters characterizing its dynamics: $\Xi_{0}=\left(2 \pi R_{\text {pore }} \mathrm{L}\right) \Gamma_{\text {site }} /\left[\left(\pi R_{\text {pore }}^{2} \mathrm{~L}\right) \mathrm{C}_{0}^{\mathrm{b}}\right]$ is the ratio of the quantity of species storable by the nanopore wall sites ( $\Gamma_{\text {site }}$ is the surface concentration of active sites) and that stored by the solution inside the nanopore at initial solution concentration $\mathrm{C}_{0}^{\mathrm{b}} ; \varepsilon=\left(\mathrm{L} / \mathrm{R}_{\text {pore }}\right)^{2}$ is the squared ratio nanopore length and its radius; and $\lambda_{0}=k_{\text {ads }} L^{2} \mathrm{C}_{0}^{\mathrm{b}} / \mathrm{D}_{\text {bulk }}$ is the dimensionless adsorption rate constant (adapted from [9]; see below for definitions of parameters).

In practice kinetic information regarding processes occurring inside the nano- or mesoporous particles is hidden from direct observation. Thus one can access kinetic data only through measurements of the concentration of a target species in the solution bulk during a transient experiment involving vigorous solution stirring which ensures that the bulk concentration may be regarded as time-dependent only. These experimental data may be represented in the form of the quantity ratio of already extracted species and the maximum extraction capacity, $f(t)=\frac{Q^{\text {tot }}(\tau)}{Q_{\infty}^{\text {tot }}}=\frac{1-c(t)}{1-c_{\infty}}$, where $c(t)$ is the normalized concentration of target species at time $t$ and $\mathrm{c}_{\infty}$ is the normalized limiting bulk concentration of target species at infinite time when complete partition equilibrium is achieved.

Since experimentally one has information only about the behavior of $f$ we focus our analysis on this quantity and investigate its behavior as a function of dimensionless time $\tau=D_{\text {bulk }} t / L^{2}$ (which is related to the real time $t$ via the target species diffusion coefficient in the bulk solution $D_{\text {bulk }}$ and the average nanopore length $\mathrm{L}=\mathrm{R}_{\text {part }} / 3$ [9]) and other kinetic parameters that determine the rates of supply of target species towards the nanopores openings, its diffusion inside the nanopores and finally the rate of its adsorption/desorption at the walls. It should be noted that an efficient system
(mixture of mesoporous particles) ought to contain a sufficient number of active sites in order to achieve a high level of sequestration and the kinetics of the process depends on the relative amounts of target species and active sites. The time efficiency of the system is best analyzed by considering characteristic times when $f$ reaches an indicative value chosen here to be 0.75 , which corresponds to the moment when the mesoporous material has extracted the amount of target species corresponding to $75 \%$ of its capacity.

## II. Theory

In this section, for the sake of convenience, we repeat the dimensionless formulation of the mass transport and adsorption problem [9] corresponding to significantly large nanopores with diameters of at least several molecular sizes (2D formulation) which permits classical diffusion of target species inside such nanopores. Fig. 1 shows the schematic representation of a single spherical particle immersed into a solution of target species under hydrodynamic mixing conditions exposing one nanotube within the particle core lined with active adsorption sites. Each particle is thus surrounded by a stagnant hydrodynamic diffusion layer which may be defined as a superposition of diffusion layers created due to diffusion of target species into each nanopore opening. Once inside the nanopore, target species travels by classical diffusion if the nanopore is sufficiently wide and/or by sitehopping diffusion along nanopore walls. Fig. 1 shows the normalized coordinate system inside a single nanopore.

In this work we focus on the 2D model of diffusion inside the nanopores which implies that the latter must be at least several target molecular sizes in diameter. The following mathematical equations describe the diffusion of target species occurring in the nanopore core solution with the same diffusion rate as in the bulk solution, which is coupled with adsorption at nanopore walls and diffusion by hopping between the active sites at the wall surface with the relative diffusion rate $\eta_{\text {sh }}=D_{\text {site hopping }} / D_{\text {bulk }}$ and the variations of the bulk solution concentration [9]:
$\frac{\partial \mathrm{a}}{\partial \tau}=\frac{\partial^{2} \mathrm{a}}{\partial \mathrm{y}^{2}}+\varepsilon\left(\frac{\partial^{2} \mathrm{a}}{\partial \chi^{2}}+\frac{1}{\chi} \frac{\partial \mathrm{a}}{\partial \chi}\right) ;$
$\frac{\partial \theta}{\partial \tau}=\eta_{\text {sh }} \frac{\partial^{2} \theta}{\partial \mathrm{y}^{2}}+\lambda_{0}[(1-\theta) \mathrm{a}-\theta \kappa] ;$
$\frac{d c}{d \tau}=-v \varphi\left(c-<a>_{y=0}\right)=-v \varphi\left(c-2 \int_{0}^{1} a_{y=0} \chi d \chi\right)$,
where $y=x / L$ and $\chi=\rho / R_{\text {pore }}$ are the normalized nanopore axial and radial coordinates, respectively, and $\varepsilon=\left(\mathrm{L} / \mathrm{R}_{\text {pore }}\right)^{2}$.

The system (1)-(3) is associated with the following initial conditions ( $\tau=0$ ):
$\mathrm{c}=1$;
$0<y \leq 1,0 \leq \chi \leq 1: a(y, \chi, 0)=0, \quad \theta(y, 0)=0 ;$
$\mathrm{y}=0, \quad 0 \leq \chi \leq 1: \mathrm{a}(0, \chi, 0)=1, \quad \theta(0,0)=0$,
and boundary conditions $(\tau>0)$ :
$0 \leq y<1, \chi=0:(\partial \mathrm{a} / \partial \chi)_{\chi=0}=0$;
$\mathrm{y}=1,0 \leq \chi \leq 1:(\partial \mathrm{a} / \partial \mathrm{y})_{\mathrm{y}=1}=0$;
$\mathrm{y}=1, \quad \chi=1: \quad(\partial \theta / \partial \mathrm{y})_{\mathrm{y}=1}=0$;
$0 \leq y<1, \quad \chi=1:\left(\frac{\partial \mathrm{a}}{\partial \chi}\right)_{\chi=1}=-\frac{\lambda_{0} \Xi_{0}}{2 \varepsilon}[(1-\theta) \mathrm{a}-\theta \kappa] ;$
$y=0,0 \leq \chi \leq 1:\left(\frac{\partial \mathrm{a}}{\partial \mathrm{y}}\right)_{\mathrm{y}=0}=-\varphi\left(\mathrm{c}-\mathrm{a}_{\mathrm{y}=0}\right)$;
$\mathrm{y}=0, \quad \chi=1: \quad(\partial \theta / \partial \mathrm{y})_{\mathrm{y}=0}=0$.
Equations (1)-(3) describe the evolution of the three main quantities that reflect the system behavior: normalized concentration of target species inside the nanopore $a=C / C_{0}^{b}$ (where C is the concentration, $\mathrm{C}_{0}^{\mathrm{b}}$ is the initial bulk concentration of target species), normalized bulk concentration of target species $c=C^{b} / C_{0}^{b}$ and adsorption wall coverage, $\theta$, representing the fraction of occupied active chemical sites inside the nanotube. Adsorption kinetics are defined by the dimensionless adsorption rate constant $\lambda_{0}=\mathrm{k}_{\text {ads }} \mathrm{L}^{2} \mathrm{C}_{0}^{\mathrm{b}} / \mathrm{D}_{\text {bulk }}$, where $\mathrm{k}_{\text {ads }}$ is the real adsorption rate constant (in $\mathrm{M}^{-1} \mathrm{~s}^{-1}$ ), and the dimensionless pore storage parameter $\quad \Xi_{0}=\left(2 \pi R_{\text {pore }} \mathrm{L}\right) \Gamma_{\text {site }} /\left[\left(\pi \mathrm{R}_{\text {pore }}^{2} \mathrm{~L}\right) \mathrm{C}_{0}^{\mathrm{b}}\right]=\mathrm{Q}_{\max }^{\text {wall }} / \mathrm{Q}_{\max }^{\text {pore }}$ representing the ratio of the target species amount storable by nanopore walls and that contained in the nanopore core volume at initial concentration, with $\Gamma_{\text {site }}$ being the surface concentration of active sites.

We should remark here that the rate of decrease of the bulk concentration of target species due to the adsorption of the latter at the nanopore walls depends on (i) the mass transport conditions at the entrance to a single nanopore (including the concentration change across the pore entrance) and (ii) the effective number of all nanopores in the particle mixture. The concentrations in the bulk solution and that inside the pore are coupled through equations (3) and (5e). The effects of converging diffusion from the outer boundary of the hydrodynamic diffusion layer formed around a particle towards a single nanopore opening are taken into account by the parameter $\varphi=(\mathrm{L} / \delta)\left(1+\delta / \mathrm{R}_{\text {part }}\right)\left(1+\omega / \mathrm{R}_{\text {pore }}\right)^{2} \quad$ which describes the ensuing amplification of the target species flux, with $\mathrm{R}_{\text {part }}$ being the nanoporous particle radius. On the other
hand, the parameter $v=\frac{4 \pi R_{\text {part }}^{3} N_{\text {part }}}{3 V^{b}}\left(\frac{R_{\text {pore }}}{R_{\text {pore }}+\omega}\right)^{2}$, where $\mathrm{N}_{\text {part }}$ is the total number of nanoporous particles in the assembly and $\mathrm{V}^{\mathrm{b}}$ bulk solution volume, gives the ratio between the total volume of the pores and the bulk solution
volume, thus characterizing the particle mixture as a whole (see below).

It should be noted that differential equation (3) introduces a slight simplification of the real physical picture of diffusion at the nanopore entrance through considering the average concentration over the nanopore entrance, $\langle\mathrm{a}\rangle_{\mathrm{y}=0}$. However, this simplification has a minor effect on the overall model since any variations of the target species concentration along the nanopore radius occurring due to converging diffusion into the nanopore are smoothed out as soon as the diffusion front penetrated into the nanopore by more than a few its radii. Since in real systems the nanopore length greatly exceeds its radius, differential equation (3) is accurate for the whole duration of interest of the diffusion-adsorption process except the very beginning of it (which is too short to be perceived experimentally).

The effect of site-hopping diffusion (described by the first term on the right-hand side of (2)) onto the overall kinetics of target species sequestration is expected to be extremely minute due to redistribution of adsorbed target ions through to their exchanges between active sites being significantly slower than diffusion in the bulk solution.

## III. ANALYSIS OF THE MODELS AND GENERAL THEORETICAL RESULTS

## A. Adsorption effectiveness

It is clear that high efficiency of inorganic particles"sponges" aimed at selective sequestration of desired ions may be achieved under the conditions when adsorption of the target species is very strong compared to its desorption. Therefore in the following analysis we assume that $\mathrm{K}_{\text {des }}=\mathrm{k}_{\text {des }} / \mathrm{k}_{\text {ads }}$, the desorption equilibrium constant introduced in [9], where $\mathrm{k}_{\text {des }}$ is the desorption rate constant in $\mathrm{s}^{-1}$, is negligibly small so that the dimensionless parameter $\kappa=K_{\text {des }} / C_{0}^{b}$ may also be assumed to have so negligible a value that it does not affect the system behavior. Note that this simplification corresponds to an experimentally desired situation and depends only on the reactivity of the active sites.

Next we wish to establish the conditions corresponding to high adsorbing capacity of mesoporous organosilica particle mixtures of $\mathrm{N}_{\text {part }}$ particles with respect to a given solution volume $\mathrm{V}^{\mathrm{b}}$ containing the target species at the initial concentration $C_{0}^{b}$. It was established in [9] that the normalized limiting concentration at $\tau \rightarrow \infty$ of target species in the bulk solution is given by the following expression:
$c_{\infty}=\frac{1-\kappa(1+v)-v \Xi_{0}+\sqrt{\left(1-\kappa(1+v)-v \Xi_{0}\right)^{2}+4 \kappa(1+v)}}{2(1+v)}$,(6)
which takes into account the limiting adsorptive wall coverage that depends on adsorption-desorption kinetics. Under the assumption of negligible desorption rate (viz., $\kappa \rightarrow 0$ ) the
normalized limiting concentration of target species simplifies into:

$$
\begin{equation*}
\mathrm{c}_{\infty}=\frac{1-v \Xi_{0}+\left|1-v \Xi_{0}\right|}{2(1+v)} \tag{7}
\end{equation*}
$$

The limiting concentration depends exclusively on two dimensionless parameters: $v$ and $\Xi_{0}$. The first parameter, $v$, reflects the ratio of the cumulative volume of all pores in all particles and the solution volume:

$$
\begin{equation*}
v=\frac{4 \pi R_{\text {part }}^{3} N_{\text {part }}}{3 \mathrm{~V}^{\mathrm{b}}}\left(\frac{\mathrm{R}_{\text {pore }}}{\mathrm{R}_{\text {pore }}+\omega}\right)^{2}=\frac{\mathrm{V}_{\text {pore }}^{\text {tot }}}{\mathrm{V}^{\mathrm{b}}} \tag{8}
\end{equation*}
$$

The second parameter, $\Xi_{0}$, indicates the potential efficiency of adsorptive removal of target species from the solution and is equal to the ratio between the maximum adsorption capacity of the pore walls and the quantity of target species initially present in the pore bulk solution at its initial concentration $\mathrm{C}_{0}^{\mathrm{b}}$ (see above).

It is clear that highest efficiency of the system is achieved when $\mathrm{c}_{\infty}$ is sufficiently close to zero, i.e. when most of the target species may be extracted from the solution by mesoporous particles. Thus, it is directly apparent from (7) that the limiting concentration $\mathrm{c}_{\infty}$ is identical zero when

$$
\begin{equation*}
v \geq \Xi_{0}^{-1} \tag{9}
\end{equation*}
$$

which corresponds to complete depletion of the solution. On the other hand, this result reflects the fact that complete extraction of the target species from the solution is possible only when the number of active sites in all the particles present in the solution exceeds the number of target molecules or ions in the initial solution, since

$$
\begin{equation*}
v \Xi_{0}=\frac{\mathrm{N}_{\text {part }}\left(\frac{4 \pi \mathrm{R}_{\text {part }}^{2}}{\pi\left(\mathrm{R}_{\text {pore }}+\omega\right)^{2}}\right)\left(2 \pi \mathrm{R}_{\text {pore }} \mathrm{L}\right) \Gamma_{\text {site }}}{\mathrm{C}_{0}^{\mathrm{b}} \mathrm{~V}^{\mathrm{b}}}=\frac{\mathrm{Q}_{\max }^{\text {wall tot }}}{\mathrm{Q}_{0}^{\mathrm{b}}} \tag{10}
\end{equation*}
$$

which should be not less than unity for an efficient system.
It should be noted that, from the point of view of efficiency, one also should impose an upper limit on the parameter $v$ in order to define the maximum ratio of the particles volume to that of the solution.

## B. Kinetics of target species sequestration

Equation (7) represents an important result concerning the potential (thermodynamic) efficiency of the system, however, the kinetics of the overall process is crucial for the time required to reach the desired level of target species sequestration (and hence the practical efficiency) depends on the reactivity of the active sites lining the nanopore walls, their diffusional accessibility as well as the rate of supply of target species to the nanopore entrances and the rate of the bulk concentration decay. This is an important factor since under effective regimes of application the particles are confined inside a reactor traversed by the fluid containing the target ion to be removed by the particles. Therefore, what matters is the time duration required for a nanopore to fill up
to a given fraction of its nominal capacity, which should be comparable with reasonable residence time of the fluid to beremediated in the reactor. Hence, in the following we present data for the dimensionless times $\tau_{75 \%}$ necessary to reach $75 \%$ of the thermodynamic capacity reflected by (7), i.e. times corresponding to the moments when the quantity $f(\tau)=(1-c(\tau)) /\left(1-c_{\infty}\right)$ reaches 0.75 . In all the calculations quoted hereafter the value of the dimensionless desorption equilibrium constant $\kappa$ was kept at $10^{-6}$ to ensure that desorption effects are indeed negligible.


Fig. 3. Dependence of $\log \tau_{75 \%}$ on $\lambda_{0}$ and $\Xi_{0}$.
It is clear that the dimensionless mathematical model given by (1)-(5) depends on five independent dimensionless parameters being $\lambda_{0}, \Xi_{0}, \varepsilon, \varphi$ and $v$ (see [9] and above for the definitions). First we investigate how the interplay between the adsorption kinetics $\left(\lambda_{0}\right)$ and relative quantity of adsorption sites $\left(\Xi_{0}\right)$ determines the dimensionless time required to reach the acceptable level of solution sequestration ( $75 \%$ in our case). It is evident from Fig. 3 that the distribution of $\tau_{75 \%}$ mostly depends on the parameter $\Xi_{0}$ and the dependence on the kinetic parameter $\lambda_{0}$ reveals itself only for sufficiently low values of $\lambda_{0}$ as predicted in [9] (see the schematic kinetic zone diagram in Fig. 2 and Fig. 4b of ref. [9]). When the adsorption rate $\lambda_{0}$ is extremely fast the process becomes diffusion-limited, in which case the apparent pore filling rate depends on the parameter $\Xi_{0}$ which results in the sole dependence on this parameter at high $\lambda_{0}$. When the adsorption kinetics are slow compared to diffusion, the diffusion-adsorption behavior inside the nanopores is more complex and is dictated by $\Xi_{0}$. In the case of low $\Xi_{0}$ the overall rate of adsorption is low so that nanotubes are filled before any effective reaction may start which results in virtually uniform growth of adsorption coverage in the whole nanopore. However, when there is a large excess of adsorption
sites the propagation of target species into the pore slows down (similarly to the fast adsorption kinetics limit) but in this case due to a large adsorptive capacity of the walls which leads to almost identical temporal development of the concentration and coverage profiles.

The distribution of the quantity $\tau_{75 \%}$ presented in Fig. 3 must be considered together with the limiting solution sequestration, which is given by (7), as a function of $\log \left(v \Xi_{0}\right)$ (note that the value $\log \Xi_{0}=3$ approximately corresponds to $\log \left(v \Xi_{0}\right)=0$ which corresponds to the conditions required for the number of active sites to equal the number of target species molecules or ions). As evident from Fig. 3, the time $\tau_{75 \%}$ first increases and then either decreases with increasing $\Xi_{0}$ for low values of $\lambda_{0}$ or reaches a plateau for larger values of $\lambda_{0}$. This occurs due to the following reasons. When $\Xi_{0}$ is small the quantity of the target species that may be taken from the solution by the particles is also small which implies that the sequestration level of $75 \%$ is quickly reached. When $\Xi_{0}$ increases, the number of available sites also increases and more of target species has to be i) delivered to the active sites and ii) bound by them. This leads to the increase of $\tau_{75 \%}$. However, further increase of $\Xi_{0}$ corresponds to a situation when the capacity of the pore walls becomes larger than the amount of target species in the solution (i.e. when $v \Xi_{0}>1$ ) and the number of active sites is no longer a limiting factor in sequestration efficiency. Thus for low values of $\lambda_{0}$ the dimensionless time $\tau_{75 \%}$ decreases due to the increasing abundance of active sites while for large values of $\lambda_{0}$ this quantity reaches a plateau due to immediate binding of all target species entering the nanopores. Under the latter conditions the value of $\tau_{75 \%}$ is limited exclusively by the rate of transport of target species towards nanopore openings (see below). It is also worth to note that for practical applications one wishes to reach a high level of sequestration of the target species which corresponds to the conditions when $v \Xi_{0} \geq 1$ (see above), i.e. when all target species ions or molecules may be extracted from the solution at time infinity ( $\mathrm{c}_{\infty}=0$ ) as follows from (7). Therefore only the corresponding parts of the plots in Fig. 3 are of practical interest.

Let us now investigate the dependence of $\tau_{75 \%}$ on the parameters $\varepsilon$ and $\varphi$ which define the geometry of the system and the rate of supply of target species to the mesopore entrance. The ranges of these parameters are limited due to the physical meanings of real parameters composing these dimensionless quantities. Thus we shall not consider values of $\varepsilon$ smaller than 100 which corresponds to the case when the average pore length is only 10 times its radius. For larger pore radii the model may introduce a significant bias due to the original geometrical assumptions. The value of $\varphi=(\mathrm{L} / \delta)\left(1+\delta / \mathrm{R}_{\text {part }}\right)\left(1+\omega / \mathrm{R}_{\text {pore }}\right)^{2}$ is also limited from below
due to the fact that $\left(1+\omega / R_{\text {pore }}\right)^{2} \approx 1$ and $(\mathrm{L} / \delta)\left(1+\delta / \mathrm{R}_{\text {part }}\right)=\left(\mathrm{R}_{\text {part }} / \delta+1\right) / 3$. Hence the lower bound for $\varphi$ is $1 / 3$ (which corresponds to infinitely thin nanopore walls and still bulk solution giving rise to infinite diffusion layer).


Fig. 4. $\log \tau_{75 \%}$ as a function of parameters $\varepsilon$ and $\varphi$ for constant product $v \Xi_{0}=1$ and $\lambda_{0}=0.1$.

The dependence of $\tau_{75 \%}$ on $\varepsilon$ and $\varphi$ was simulated while keeping the product $v \Xi_{0}$ equal to unity so that the number of available adsorptive sites always equals the number of target species molecules or ions. In this case the resulting data reflect exclusively the effects of nanopore geometry (through the variation of $\varepsilon$ which may be interpreted as variation of nanopore radius $\mathrm{R}_{\text {pore }}$ ) and rate of supply of target species from the solution bulk to nanopore entrance (represented by $\varphi$ which in turn depends on the nanotube packing parameter $\omega$ as well as on the thickness of diffusion layer $\delta$ as imposed by solution hydrodynamic mixing). However, in doing so one needs to ensure that the actual density of active sites at pore walls remains the same for all values of $\varepsilon$, which is achieved by fixing the value of the dimensionless quantity $\Gamma_{\text {site }} /\left(\mathrm{LC}_{0}^{\mathrm{b}}\right)$ and recalculating the values $\Xi_{0}=2 \sqrt{\varepsilon} \times \Gamma_{\text {site }} /\left(\mathrm{LC}_{0}^{\mathrm{b}}\right)$ and $v=\Xi_{0}^{-1}$. Therefore changing $\varepsilon$ leads to changing values of two other parameters. The simulation results obtained for the parameter values $\lambda_{0}=0.1, \Gamma_{\text {site }} /\left(\mathrm{LC}_{0}^{\mathrm{b}}\right)=5.35$ are shown in Fig. 4.

As expected, the values of $\tau_{75 \%}$ are lower for low values of $\varepsilon$ (i.e., for larger pores since this facilitates diffusional supply) and for high values of $\varphi$ which corresponds e.g. to thin diffusion layer around particles and hence to faster supply of target species to nanopore entrances. It is also evident from Fig. 4 that when the diffusion layer is sufficiently thin (large $\varphi$ ) the value of $\tau_{75 \%}$ becomes virtually independent of $\varphi$
which indicates that in this case the pore geometry is the main limiting factor determining the time-efficiency of the system. On the other hand, when the value of $\varphi$ is not very high (i.e. less than ca. 0.75 ) the rate of diffusion inside the nanopore appears much faster than the rate of supply of target species towards the nanopore entrance. Under these circumstances the time $\tau_{75 \%}$ necessary to achieve $75 \%$ sequestration with respect to $c_{\infty}$ is limited by the rates of target species supply and its adsorption at the pore walls, i.e. according to (5d) and (5e)
$\tau_{75 \%} \propto \frac{\lambda_{0} \Xi_{0} \varphi}{2 \varepsilon}$.
Bearing in mind that $\Xi_{0}=2 \sqrt{\varepsilon} \times \Gamma_{\text {site }} /\left(\mathrm{LC}_{0}^{\mathrm{b}}\right)$ one can devise that within the specified range of $\varphi$ the time $\tau_{75 \%}$ is constant whenever
$\log \varphi-\frac{\log \varepsilon}{2}=$ const .
This relationship is clearly observable in the lower part of Fig. 4 where the contour lines of $\tau_{75 \%}$ are virtually straight and have the slope of $1 / 2$.

## IV. COMPUTATIONAL DETAILS

The computer program for the presented numerical simulations was written in Borland Delphi 7 Professional Edition and executed on a PC equipped with Pentium D processor at 2.8 GHz and 512 MB of RAM.

The model was discretized using the fully implicit finite difference scheme [10] on a uniform grid in both spatial directions and time. The typical grid size was $\mathrm{Ny} \times \mathrm{N} \chi \times \mathrm{N} \tau=100 \times 20 \times 2000$ which ensured numerical convergence of better than $1 \%$ for all considered parameter ranges.

## V. CONCLUSION

Numerical simulation has allowed the solution of the system of partial and ordinary differential equations comprising the mathematical model of selective sequestration of target species by spherical mesoporous organosilica particles. Thorough theoretical analysis and simulation of the case of sufficiently large nanopores (with radii of at least several molecular sizes) has yielded the dependences of characteristic time $\tau_{75 \%}$ necessary for reaching $75 \%$ sequestration on governing kinetic parameters. These results may be employed for the optimization of mesoporous materials for designing highly efficient systems to be applied for filtration or sequestration of desired ions or molecules from dilute solutions.
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# Solving Parallel Multi Component Automata Equations 

Natalia Shabaldina, Nina Yevtushenko


#### Abstract

The problem of designing the unknown component of a system of interacting automata that combined with the known part of the system meets the specification, is well known. However, most publications are devoted to solving the problem for the proper composition of two automata. In this paper, we consider a parallel multi component automata equation and propose two methods for deriving a largest solution to this equation (if the equation is solvable). In particular, we show that the union of alphabets over all known components and of that of the specification is the largest alphabet of actions over which a solution for a solvable equation should exist, and show how a solution over an appropriate alphabet can be derived from such a largest solution.


Index Terms - Automata, Equations, Discrete event systems

## I. Introduction

Many problems over discrete event systems can be reduced to solving a language inequality $A @ X \subseteq S$ or to solving a language equation $A @ X=S$ where $X$ is a free variable and @ is the composition operator. For different applications, appropriate equations are formulated and their solutions were investigated by various researchers. Most papers in process algebra [see, for example, 1-5] are devoted to solving equations over parallel composition which allows arbitrary delay between communication events. In this paper, we consider a parallel multi component automata equation and propose two methods for deriving a largest solution to this equation (if the equation is solvable). In particular, we show that the union of alphabets over all known components and of that of the specification is the largest alphabet of actions over which a solution for a solvable equation should exist, and show how a solution over an appropriate alphabet can be derived from such a largest solution.

[^4]
## II. PARALLEL EQUATIONS OVER AUTOMATA

## A. Parallel composition operator

Let $A$ be an alphabet, and a language $L$ is defined over the alphabet $A$. Given a non-empty subset $A_{1}$ of the alphabet $A$ and a sequence $\alpha$ over alphabet $A$, the $A_{1}$-restriction of $\alpha$, denoted $\alpha_{\Downarrow_{A_{1}}}$, is a sequence obtained from $\alpha$ by erasing symbols in $A \backslash A_{1}$. The language $L_{\Downarrow_{A_{1}}}=\left\{\beta_{\Downarrow_{A_{1}}}: \beta \in L\right\}$ is the restriction of language $L$ onto the subset $A_{1}$. For each word $\beta \in L$ that does not have symbols of alphabet $A_{1}$ the restriction of $\beta$ is the empty word $\varepsilon$. Let now language $L$ be defined over alphabet $A_{1} \subseteq A$. The language $L_{\Uparrow_{A}}=\left\{\beta: \beta_{\Downarrow_{A_{1}}} \in L\right\}$ is the expansion of language $L$ over the alphabet $A$.

In this paper, we consider equation solving over finite automata. A finite automaton (or simply an automaton throughout this paper) is a quintuple $S=\left\langle S, A, \delta_{S}, s_{0}, F_{S}\right\rangle$, where $S$ is a finite nonempty set of states with the initial state $s_{0}$ and a subset $F_{S}$ of final (or accepting) states, $A$ is an alphabet of actions, and $\delta_{S} \subseteq A \times S \times S$ is a transition relation. We say that there is a transition from a state $s$ to a state $s^{\prime}$ labeled with an action $a$, if and only if the triple ( $a, s, s^{\prime}$ ) is in the transition relation $\delta_{S}$. The automaton $S$ is called deterministic, if for each state $s \in S$ and any action $a$ $\in A$ there exists at most one state $s^{\prime}$, such that $\left(a, s, s^{\prime}\right) \in \delta_{s}$. If $S$ is not deterministic, then it is called nondeterministic. As usual, the transition relation $\delta_{S}$ of the automaton $S$ can be extended to sequences over the alphabet $A$. Given a state $s$ of the automaton $S$, the set $L_{s}(S)=\left\{\alpha \in A^{*} \mid \exists s^{\prime} \in F_{S}\right.$ $\left.\left(\left(s, \alpha, s^{\prime}\right) \in \delta_{s}\right)\right\}$ is called the language, generated at the state $s$. The language, generated by the automaton $S$ at the initial state, is called the language generated or accepted by the automaton $S$ and is denoted by $L(S)$, for short. Automata $S$ and $T$ are called equivalent $(T \cong S)$ if $L(T)=L(S)$. Automaton $T$ is a reduction of automaton $S(T \leq S)$ if $L(T) \subseteq L(S)$. In the same way, the equivalence and the reduction relations are defined between two states of an automaton. Well-known results state that for each nondeterministic automaton, there exists an equivalent deterministic automaton [6]. It also is well-known how the union, intersection, complementation, restriction and expansion over deterministic automata [4-6] can be derived.

Given $k$ automata $F_{1}, F_{2}, \ldots, F_{k}$, let the automaton $F_{j}$ accept the language $L_{j}, j=1,2, \ldots, k$, over alphabet $A_{j}, A=$ $A_{1} \cup A_{2} \cup \ldots \cup A_{k}$ and $E$ is a non-empty subset of $A$. The parallel composition $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k}\right)$ is the automaton $\left(F_{1 \Uparrow_{A}} \cap F_{2 \Uparrow_{A}} \cap \ldots \cap F_{k \Uparrow_{A}}\right)_{\Downarrow_{E}} .{ }^{1}$ The automaton $\diamond_{E}\left(F_{1}, F_{2}\right.$, $\ldots, F_{k}$ ) has the empty language if one component automaton has the empty language.

## B. Parallel language equations

In this section, we extend the notion of an automata equation to $k$ automata, $k>2$, and determine a largest alphabet over which the equation should be solvable.

## Extending the formula for a largest solution to a multi component automata equation

Given $k$ automata $F_{1}, F_{2}, \ldots, F_{k-1}, F$, let the automaton $F_{j}$ accept the language $L_{j}, j=1,2, \ldots, k-1$, over alphabet $A_{j}$, while the automaton $F$ accepting the language $L$ over alphabet $E, A=A_{1} \cup A_{2} \cup \ldots \cup A_{k-1} \cup E$ and $R$ is a nonempty subset of $A$. Consider an automata inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, \quad x\right) \leq F$ and an automata equation $\diamond_{E}\left(F_{1}, F_{2}, \ldots, X\right) \cong F$ with a free variable $X$ that is an automaton over alphabet $R$. An automaton $F_{R}$ over the alphabet $R$ is a solution to the inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{R}\right)$ $\leq F$ if $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{R}\right) \leq F$. An automaton $F_{R}$ is a solution to the equation $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{R}\right) \cong F$ if $\diamond_{E}\left(F_{1}, F_{2}, \ldots\right.$, $\left.F_{R}\right) \cong F$. A solution $M_{R}$ over the alphabet $R$ is a largest solution to the inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, x\right) \leq F$ (to the equation $\left.\diamond_{E}\left(F_{1}, F_{2}, \ldots, X\right) \cong F\right)$ if each solution over alphabet $R$ is a reduction of $M_{k}$.

Similar to a parallel equation over two automata, a multi component parallel automata inequality as well as a solvable parallel automata equation has always a largest solution ${ }^{2}$.

Theorem 1. 1. Given $k$ automata $F_{1}, F_{2}, \ldots, F_{k-1}, F$, let the automaton $F_{j}$ accept the language $L_{j}, j=1,2, \ldots, k-1$, over alphabet $A_{j}$, while the automaton $F$ accepting the language $L$ over alphabet $E, A=A_{1} \cup A_{2} \cup \ldots \cup A_{k-1} \cup E$ and $R$ is a non-empty subset of $A$. A largest solution to the automata inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, x\right) \leq F$ is the automaton $\overline{\left\rangle_{R}\left(F_{1}, \ldots, F_{k-1}, \bar{F}\right)\right.}$. 2. Given a language equation $\diamond_{E}\left(F_{1}, F_{2}, \ldots, x\right) \cong F$, the equation is solvable if and only if $\diamond_{E}\left(F_{1}, F_{2}, \ldots,\langle \rangle_{R}\left(F_{1}, \ldots, F_{k-1}, \bar{F}\right)\right) \cong F$. If the equation is solvable then the automaton $\overline{\left\rangle_{R}\left(F_{1}, \ldots, F_{k-1}, \bar{F}\right)\right.}$ is a largest solution to the equation.

Determining a largest alphabet over which the equation is solvable

The formula of the previous section has the exponential complexity. However, the complexity of checking if there

[^5]exists an alphabet s.t. the equation is solvable over this alphabet can be reduced. In this section, we propose an algorithm for deriving a largest solution over alphabet $A$ without using the complementation and restriction operators and state that if the equation has no solution over alphabet $A$ then the equation is not solvable over any subset $R$ of the alphabet $A$.

A largest solution to the inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}\right.$, $x) \leq F$ over alphabet $A$ can be derived using the following procedure. Derive the automaton $M_{A}$ by adding the designated accepting Don't Care state $(D N C)$ to the set of states of $F_{1 \Uparrow_{A}} \cap \ldots \cap F_{k-1} \Uparrow_{A} \cap F_{\Uparrow_{A}}$. Given a state $f_{1} \ldots f_{k-1}$ $f$ of the automaton $F_{1 \Uparrow_{A}} \cap \ldots \cap F_{k-1 \Uparrow_{A}} \cap F_{\Uparrow_{A}}$ and an action $a \in A$, the automaton $M_{A}$ has a transition $\left(f_{1} \ldots f_{k-1} f, a\right.$, DNC ) if there exists a component automaton $F_{j}$ that has no transition under $a$ from state $f_{j}$. There is a loop at the DNC state for each action $a \in A$.

Theorem 2. 1. Given an automata inequality $\diamond_{E}\left(F_{1}, F_{2}\right.$, $\left.\ldots, F_{k-1}, x\right) \leq F$, the automaton $M_{A}$ is a largest solution to the inequality. 2. Given an automata equation $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k \text { - }}\right.$ $1, \boldsymbol{x}) \cong F$, if the automata $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}, M_{4}\right)$ and $F$ are equivalent then $M_{A}$ is a largest solution to the equation. If the automata $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}, M_{4}\right)$ and $F$ are not equivalent then the equation is not solvable over any alphabet $R \subseteq A$.

The following proposition gives a guide how a solution can be derived over a subset $R \subset A$ (if such a solution exists).

Proposition 3. Given an automata inequality $\diamond_{E}\left(F_{1}, F_{2}\right.$, $\left.\ldots, F_{k-1}, x\right) \leq F$, a largest solution $M_{A}$ to the inequality over alphabet $A$ and a proper subset $R \subset A$, an automaton $M_{k}$ over alphabet $R$ is a solution to the inequality over alphabet $R$ if and only if the expansion of $M_{\Uparrow_{A}}$ is a reduction of $M_{4}$.

Corollary. Given an automata inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots\right.$, $\left.F_{k-1}, x\right) \leq F$, a largest solution $M_{A}$ to the inequality over alphabet $A$ and a proper subset $R \subset A$, a largest solution to the inequality over alphabet $R$ is a largest automaton $M_{k}$ (w.r.t. the language) over alphabet $R$ s.t. the expansion of $M_{\Uparrow_{A}}$ is a reduction of $M_{A}$.

Based on the above statements a largest solution $M_{k}$ over alphabet $R$ to the automata inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}, x\right)$ $\leq F$ can be derived in the following steps.

Step 1. Derive a largest solution $M_{A}$ to the inequality $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}, x\right) \leq F$ over alphabet $A$. If a largest solution $M_{A}$ is trivial (the language is empty) then a solution over each alphabet is trivial.

Step 2. Derive the largest complete submachine Nof $M_{A}$ over alphabet $A \backslash R$. If there is no complete submachine then the inequality has only a trivial solution over alphabet $R$. Otherwise, let $N$ be a set of states of $N$. Delete each transition in $M_{A}$ to every state that is not in the set $N$. Denote $P_{A}$ the obtained automaton.

Step 3. Derive the set $K_{1}$ of all states reachable in $M_{A}$ from the initial state under actions of the alphabet $A \backslash R$. Assign $K=\left\{K_{1}\right\} ; i=1 ; M_{k}$ be a trivial automaton with the initial state $K_{1}$ over the alphabet $R$.

Step 4. For each action $a \in R$ do:
if the transition under $a$ is defined at each state of the set $K_{i}$ then derive the set $D_{i}$ of all states where $a$ takes $M_{A}$ from states of the set $K_{i}$ and the set $L_{i}$ of all states reachable in $M_{A}$ from the states of the set $D_{i}$ under actions of the alphabet $A \backslash R$. Add a transition $\left(K_{i}, a, L_{i}\right)$ to the automaton $M_{k}$ and if $L_{i} \notin K$ then add $L_{i}$ to the set $K$.

Step 5. Increment $i$ by 1 . If $i<|K|$ then Step 4. Else END; the automaton $M_{k}$ is a largest solution to the inequality over alphabet $R$.

Theorem 4. 1. Given an automata inequality $\diamond_{E}\left(F_{1}, F_{2}\right.$, $\left.\ldots, F_{k-1}, X\right) \leq F$, a largest solution $M_{A}$ to the inequality over alphabet $A$ and a proper subset $R \subset A$, the automaton $M_{k}$ obtained in Step 5 of the above algorithm is a largest solution to the inequality over alphabet $R$. 2 . If $\diamond_{E}\left(F_{1}, F_{2}\right.$, $\ldots, F_{k-1}, M_{k}$ ) is equivalent to $F$ then $M_{k}$ is a largest solution over alphabet $R$ to the equation $\diamond_{E}\left(F_{1}, F_{2}, \ldots, F_{k-1}, M_{k}\right) \cong F$; otherwise the equation has no solution over alphabet $R$.

We also remind that not each subset of the largest solution to a parallel language equation inherits the property to be a solution and the complete characterization of the set of solutions to a parallel language equation is still an open issue.

## III. EXAMPLE

In this section, we briefly consider a simple example. We solve the equation $\diamond_{E}\left(F_{1}, X\right) \cong F$ for automata $F_{1}$ and $F$ in Figures 1 and 2 where all states are accepting states. A largest solution over $A=\{x, o, u, v\}$ is shown in Figure 3.


Fig. 1. Automaton $F$


Fig. 2. Automaton $F_{1}$


Fig. 3. Largest solution over $A=\{x, o, u, v\}$ (after merging equivalent states)

We now derive a largest solution over $R=\{x, u, v\}=A \backslash\{o\}$. A transition at state 5 under $o$ is undefined; thus, we delete state 5 . The initial state of the obtained automaton is $K_{1}=$ $\{1,2,3,4\}$. There is no transition from this state under $v$, as the transition under $v$ is undefined at state 3. However, there is a transition $\left(K_{1}, x, K_{2}\right)$, where $K_{2}=\{2,4\}$. The resulting automaton is shown in Figure 4.


Fig. 4. A largest solution over alphabet $R=\{x, u, v\}$

## IV. CONCLUSION

In this paper we have studied the problem of solving multi component language equations over a parallel composition operator. In particular, the largest alphabet over which a solution exists, is characterized. A number of restricted solutions which are considered for a parallel equation over two automata [5] can be defined in the same way for multi component automata inequalities and equations. The complexity of the proposed method seems to be lower than that of the known method since we do not use the automata complements in our method.
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# Experiments with the Linear Automata and Synthesis Test to Them 

Dmitry Speranskiy


#### Abstract

The overview of results in area of the experiments theory with linear automata is given. This theory is a fundamental base to devise methods of discrete systems technical diagnosis.


Index Terms - automata, discrete system, technical diagnosis.

## I. Introduction

TThe mathematical model of processes and devices, named the finite-state machines (automaton), is a very simple one, however, its model is very convenient and being widely used in informatics and engineering. The theory of the finite-state machines is a fundamental unit of the modern informatics, but the theory of experiments with automata has a direct connection to the reliability problem of discrete devices.

An automaton is considered as a system with unknown internal structure but we are able to observe "external" behavior of automaton (response of automaton on input sequence).

Some results of research in theory of experiments with finite-state machines up to 1960 s were sum up by A. Gill in [1].

According to A. Gill, experiment is a process of applying input sequences to automaton, observation of resultant output sequences and conclusions, based on those observations.

One of the central questions in the theory of experiments is how to find an input sequence for experiment process. It is shown in [1] that for the most general model (Mealy automaton) the construction methods of above mentioned input sequences are very labor-consuming.

One of possible ways to reduce the complexity is the way of research of particular automaton class. In our article the results for linear automata (LA) are represented. The specific character of $L A$ simplifies the method of experiment construction and significantly decreases the experiment length.

It is important to notice that $L A$ is an adequate model of many processes and devices in real life, e.g., devices for encoding and decoding of information process, signature

[^6]analysis process, multiplication and division of binary polynomials can be defined by $L A$ models.

Author of this article was involved in research of experiment automata theory for a long time. Some of our results we shortly introduce here but others were published in [3].

## II. BASIC DEFINITIONS

Let's begin with the description of LA model [2]. $L A$ is a system with finite number $l$ and $m$ of input and output poles, respectively. Input signals apply to all inputs in discrete time moments simultaneously. It is assumed that input signals are values from the field $G F(p)=\{0,1, \ldots, p-1\}$, where $p$ is a prime number.

LA state is an ordered set of the element delay states, which are part of LA structure. Let the number of such delays is $n$. The number $n$ is called $L A$ dimension and state set of $L A$ is designated as $S_{n}$.

Let's introduce the following notations:

$$
\begin{gathered}
\bar{u}(t)=\left[u_{1}(t), \ldots, u_{l}(t)\right]^{\prime}, \bar{y}(t)=\left[y_{1}(t), \ldots, y_{m}(t)\right]^{\prime} \\
\bar{s}(t)=\left[s_{1}(t), \ldots, s_{n}(t)\right]^{\prime}
\end{gathered}
$$

Here $\bar{u}(t), \bar{y}(t), \bar{s}(t)$ are input, output and vectorstate respectively and $t$ is a discrete time moment.

The functioning of $L A$ is given by a system of equations of state and output respectively:

$$
\begin{gather*}
\bar{s}(t+1)=A \bar{s}(t)+B \bar{u}(t),  \tag{1}\\
\bar{y}(t)=C \bar{s}(t)+D \bar{u}(t), \tag{2}
\end{gather*}
$$

where $A=\left[a_{i, j}\right]_{n \times n}, \quad B=\left[b_{i, j}\right]_{n \times l}, \quad C=\left[c_{i, j}\right]_{m \times n}$, $D=\left[d_{i, j}\right]_{m \times l}$ are called characteristic matrices. Every matrix consists of the elements of $G F(p)$.

Using the mathematical induction method, we can prove that the final state and output response on input sequence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(k)$, of the length $k-1$, can be calculated by the following formulas, where $\bar{s}(0)$ is an initial $L A$ state:

$$
\begin{align*}
& \bar{s}(k+1)= A^{k+1} \bar{s}(0)+A^{k} B \bar{u}(0)+A^{k-1} B \bar{u}(1)+ \\
&+\ldots+A B \bar{u}(k-1)+B \bar{u}(k)  \tag{3}\\
& \bar{y}(k)=C A^{k} \bar{s}(0)+C A^{k-1} B \bar{u}(0)+C A^{k-2} B \bar{u}(1)+ \\
&+\ldots+C B \bar{u}(k-1)+D \bar{u}(k) \tag{4}
\end{align*}
$$

Now we shall define various types of experiments which will be used in our research. To keep it more compact, we shall make it with regard to the general model of Mealy automaton.

Mealy automaton is a set of five objects

$$
A=(S, X, Y, \delta, \lambda)
$$

where $S, X, Y$ are finite sets of the states, input and output alphabets respectively, but $\delta: S \times X \rightarrow S$ and $\lambda: S \times X \rightarrow Y$ are the maps. These maps are called transition and output functions. Let S is set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ and X is set $X=\left\{x_{1}, \ldots, x_{l}\right\}$.

Definition 1. The input sequence $p=x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{a}}$ is called a synchronizing sequence $(S S)$ if $\forall s_{j 1}, s_{j 2} \in S \quad \delta\left(s_{j 1}, p\right)=\delta\left(s_{j 2}, p\right)$.

Definition 2. The input sequence $p=x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{a}}$ is called a homing sequence $(H S)$ if $\forall s_{j 1}, s_{j 2} \in S$ $\lambda\left(s_{j 1}, p\right)=\lambda\left(s_{j 2}, p\right) \rightarrow \delta\left(s_{j 1}, p\right)=\delta\left(s_{j 2}, p\right)$.
It is obvious that $S S$ is a singular $H S$, as applied $S S$ leads $L A$ to the known final state, however there is no need to observe automaton response.

Definition 3. The input sequence $p=x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{a}}$ is called a diagnostic sequence $(D S)$ if $\forall s_{j 1}, s_{j 2} \in S$ $\lambda\left(s_{j 1}, p\right)=\lambda\left(s_{j 2}, p\right) \rightarrow s_{j 1}=s_{j 2}$.

It is clear that every $D S$ is $H S$, at the same time, but the contrary statement is false.

## III. Conditions OF $S S, H S$ and $D S$ Existence for $L A$

Let's note that conditions of existence of SS, HS and DS were defined in [1] but it has been made in terms of a complex construction of a successor-tree and therefore conditions verification is a very labor-consuming process.

The results given below will show that these conditions for LA can be easily verified.

Note that all statements listed in the article are given without proof. These proofs are done in the articles [4-10] and monograph [3] mentioned in References.

Theorem 1. A necessary and sufficient condition that $L A$ $A$ has $S S$ of length $k$ is $A^{k}=[0]$.

Here [0] is a null-matrix.
Theorem 2.If there is a certain SS of length $t$ for LA then every input sequence of the same length or more is also SS for this LA.

Theorem 3. A length of minimal $S S$ for $L A$ of dimension $n$ is not more than $n$.

This theorem provides a simple rule for $S S$ existence verification: we need to exponentiation the matrix $A$ k-times $(k=2,3, \ldots)$ until $A^{k}=[0]$. If $k \leq n$ then SS exits, otherwise the process is stopped, $S S$ does not exist for this $L A$.

Theorem 4. HS of the length $k+1$ for LA $\tilde{A}$ exists if and only if $\left(\forall \bar{s} \in S_{n} \quad \bigvee_{d=0}^{k} C A^{d} \bar{s} \neq[0]\right) \vee A^{k+1}=[0]$.

Here ${\underset{d=0}{ }}^{k}$ is a conjunction of $(k+1)$ expressions after this sign.

Theorem 5. If $L A \widetilde{A}$ with a nonsingular characteristic matrix $C$ has at least one $H S$ of length $(k+1)$ then all sequences of the same length and more are $H S$ s for this $L A$.

It means that $H S$ construction problem comes to a problem how to find a natural number $k$ that $H S$ of the length $k$ for given $L A$ exists. Note that the same problem for Mealy automaton is not trivial and required labor-consuming solution methods.

Theorem 6. A length of minimal $H S$ for $L A$ of dimension $n$ is not more than $n$.

Now we shall consider $D S$.
Theorem 7. $D S$ of the length $t$ for $L A \widetilde{A}$ of the dimension $n$ exists if and only if the rank of matrix

$$
K_{t}=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\ldots \ldots \\
C A^{t-1}
\end{array}\right]
$$

is equal to $n$.
Theorem 8. If LA has at least one DS of length $k$ then any input sequence of length $k$ and more will be also DS for this LA.

It was proved in [1] that in the general case the minimality of Mealy automaton is a necessary but not sufficient condition of DH existence for these automata. The following statement is true for LA.

Theorem 9. If $L A$ is minimal automata then $D S$ for this $L A$ exists.

Corollary. A length of minimal $D S$ for $L A$ of the dimension $n$ is not more than $n$.
Finding $D H$ for given $L A$ is called a diagnostic problem. It is known [1] that the ability to solve such problem depends on set of admissible initial states and used methods. It was shown in [1] that the most powerful method to solve the diagnostic problem is multiple experiments. Simple unconditional experiments are less helpful in this situation. The following statement shows that above mention is not true for $L A$.

Theorem 10. The diagnostic problem is always solvable by a simple unconditional diagnostic experiment for any minimal $L A$ and for any set of admissible initial states.

## IV. EXPERIMENTS WITH THE NON-STATIONARY $\boldsymbol{L A}$

Now we shall consider so-called non-stationary $L A$ ( $N L A$ ) that is described by system of equations

$$
\bar{s}(t+1)=A(t) \bar{s}(t)+B(t) \bar{u}(t),
$$

$$
\bar{y}(t)=C(t) \bar{s}(t)+D(t) \bar{u}(t)
$$

The matrix dimensions in these equations are the same as in (1) and (2).

It is proved by analogy with $L A$ that the final state and the output response of $N L A$ after application of input sequence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(t)$ can be calculated by the following formulas:

$$
\begin{gathered}
\bar{s}(t+1)=A(t) A(t-1) \ldots A(0) \bar{s}(0)+ \\
+\sum_{i=0}^{t-1} A(t) A(t-1) \ldots A(i+1)(B(i) \bar{u}(i)+B(t) \bar{u}(t), \\
\bar{y}(t)=C(t) A(t-1) \ldots A(0) \bar{s}(0)+ \\
+\sum_{i=0}^{t-1} C(t) A(t-1) \ldots A(i+1) B(i) \bar{u}(i)+D(t) \bar{u}(t) .
\end{gathered}
$$

Here $\bar{S}(0)$ is the initial state of $N L A$.
The validity of below listed statements is proved in [3].
Theorem 11. The input sequence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(t)$
is $S S$ for $N L A \widetilde{A}$ if and only if

$$
\begin{gathered}
\forall \bar{s}_{1}(0), \bar{s}_{2}(0) \in \operatorname{Init}(\tilde{A}) \\
A(t) A(t-1) \ldots A(0)\left[\bar{s}_{1}(0)-\bar{s}_{2}(0)\right]=[0]
\end{gathered}
$$

Here $\operatorname{Init}(\widetilde{A})$ is admissible initial state set of NLA $\widetilde{A}$.
Corollary 1. If $\operatorname{Init}(\tilde{A})=S_{n}$ then a necessary and sufficient condition of existence of $S S$ of length $(t+1)$ for NLA $\widetilde{A}$ is the following one:

$$
A(t) A(t-1) \ldots A(0)=[0]
$$

Corollary 2. If $\operatorname{Init}(\tilde{A})=S_{n}$ and there is a certain $S S$ of length $t$ for $N L A$ then every input sequence of the length $t$ or more is also a $S S$ for this $N L A$.

It is easy to see that in the general case the length of $S S$ has no upper bound.

Let's consider NLA with the following characteristic matrices:

$$
A(i)=E \text { for } i=0,1, \ldots, t-1, A(t)=0
$$

where $E$ is init matrix. It is clear from Theorem 11 that such $N L A$ has $S S$ of length $(t+1)$ but every input sequence of the length less than $(t+1)$ is not $S S$. As far as $t$ is an arbitrary parameter therefore above mentioned statement is true.

Now we shall consider the special class of $N L A$, so-called periodical $N L A$. Every such automaton has periodical characteristic matrices. In other words, there is integer positive number $\lambda$ that $A(t+\lambda)=A(t), B(t+\lambda)=B(t)$, $C(t+\lambda)=C(t), D(t+\lambda)=D(t)$.

Now we construct a stationary automata $\widetilde{A}_{s t}$ (based on $N L A \widetilde{A}$ ) with the following transition function:

$$
\bar{s}(t+1)=\hat{A} \cdot \bar{s}(t)
$$

where $\hat{A}=A(\lambda-1) A(\lambda-2) \ldots A(0)$.

Theorem 12. There is $S S$ for periodical $N L A \widetilde{A}$ if and only if there is $S S$ for the stationary automata $\widetilde{A}_{s t}$.

Theorem 13. If $\lambda$ is a period of characteristic matrix $A(t)$ of $N L A \widetilde{A}$ then the length of minimal $S S$ is not more than $\lambda n$, where $n$ is $N L A$ dimension.

Theorem 14. The input sequence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(t)$ is $H S$ for periodical $N L A \widetilde{A}$ if and only if

$$
\begin{gathered}
\forall \bar{s}_{1}(0), \bar{s}_{2}(0) \in \operatorname{Init}(\widetilde{A}) \quad \exists k \in[0, t] \\
\left(C(k) A(k-1) \ldots A(0)\left[\bar{s}_{1}(0)-\bar{s}_{2}(0)\right] \neq[0]\right) \vee \\
\vee\left(A(t) A(t-1) \ldots A(0)\left[\bar{s}_{1}(0)-\bar{s}_{2}(0)\right]=[0]\right)
\end{gathered}
$$

Corollary. If there is a certain $H S$ of length $t$ for periodical $N L A$ then every input sequence of the same length or more is also $H S$ for this $N L A$.

By analogy with the stationary $L A$ we introduce so-called diagnostical matrix of $N L A$ :

$$
K_{t}=\left[\begin{array}{l}
C \\
C A(0) \\
C A(1) A(0) \\
\ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . \\
C A(t-1) A(t-2)
\end{array}\right] .
$$

Theorem 15. The input sequence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(t)$ is $D S$ for periodical $N L A$ if and only if

$$
\operatorname{rank} K_{t}=n
$$

where $n$ is $N L A$ dimension.
Corollary. If there is a certain $D S$ of the length $t$ for the periodical $N L A$ then every input sequence of the same length or more is also $D S$ for this $N L A$.

## V. LA TESTING

Faults can occur during exploitation of digital devices $(D D)$ therefore its checks should be carried out. One of ways for fault detection is applying a special input sequence (test) to device. A response of $D D$ on test must differ subject to a technical state of $D D$ (good or faulty). Consequently, the fault detection process is an experiment with $D D$.

It is clear that experimenter must know the initial state of this $D D$ before application of $D D$ test. The identification of initial state in some cases may be carried out by $S S, H S$ and $D S$ that was described in 3rd section. The test construction methods that were known earlier contained hard restrictions with regard to $D D$ structure and information about the initial state of $D D$.

The methods of the test construction suggested below don't demand to comply with mentioned restrictions and less labor-consuming.

Now we shall define a problem which is investigated in this section.
$L A$ and its fault admissible modification are given. It is required to construct the input sequence (test) which will
detect above mentioned fault. In other words, the response of good and faulty $L A$ on test must be different regardless of initial states.

Let's remind some definitions we'll use further.
We say that $L A \widetilde{A}$ has a finite memory of depth $\mu$ if for any time moment $t$ takes place the following equality:

$$
\bar{y}(t)=f(\bar{u}(t), \bar{u}(t-1), \ldots, \bar{u}(t-\mu), \bar{y}(t-1), \ldots, \bar{y}(t-\mu))
$$

It means that we can predict $L A$ reaction in any time moment $t$ if we know an input sequence and response of $L A$ in previous $\mu$ time moments.

It is known [2] from $L A$ theory that every $L A$ has a finite memory of depth $\mu$ where $\mu \leq n$ ( $n$ is $L A$ dimension).

We say that $L A$ is $\mu$-definite one if $L A$ response in discrete moment $t$ depends only on previous $\mu$ inputs:

$$
\bar{y}(t)=f(\bar{u}(t), \bar{u}(t-1), \ldots, \bar{u}(t-\mu))
$$

Now pass on to description of test construction method. Let $A_{1}, B_{1}, C_{1}, D_{1}$ be the characteristic matrices of faulty $L A \quad \widetilde{A}_{1}$.

Let's consider a case when good $L A$ and a faulty one are both $\mu$-definite ones but values of parameters $\mu$ are different. Let $\mu=\max \left(\mu_{1}, \mu_{2}\right)$ where $\mu_{1}\left(\mu_{2}\right)$ is a depth of memory for $L A \widetilde{A}\left(\widetilde{A}_{1}\right)$. It is proved in [2] that a necessary and sufficient conditions for $\mu$-definiteness of $L A$ is the equality $C A^{\mu}=[0]$ This implies that $C A^{k}=[0]$ and $C_{1} A_{1}^{k}=[0]$ for any $k \geq \mu$. Take into account these equalities and (4), then the reaction on input sequences $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(\mu)$ both $L A \mathrm{~s}$, regardless of their initial states, should be

$$
\begin{aligned}
\bar{y}(\mu)= & C A^{\mu-1} B \bar{u}(0)+C A^{\mu-2} B \bar{u}(1)+\ldots+ \\
& +C B \bar{u}(\mu-1)+D \bar{u}(\mu) \\
& \bar{y}_{1}(\mu)=C_{1} A_{1}^{\mu-1} B_{1} \bar{u}(0)+ \\
+ & C_{1} A_{1}^{\mu-2} B B_{1} \bar{u}(1)+\ldots+D_{1} \bar{u}(\mu) .
\end{aligned}
$$

Subtracting one form another, we get

$$
\begin{align*}
\bar{y}(\mu)-\bar{y}_{1}(\mu) & =\left[C A^{\mu-1} B-C_{1} A_{1}^{\mu-1} B_{1}\right] \bar{u}(0)+\ldots \\
& +\left[D-D_{1}\right] \bar{u}(\mu) \tag{5}
\end{align*}
$$

It is clear that the given fault is detected by input se-
quence $\bar{u}(0), \bar{u}(1), \ldots, \bar{u}(\mu) \quad$ (test) if

$$
\bar{y}(\mu)-\bar{y}_{1}(\mu) \neq[0]
$$

The relation (5) we shall interpret as a system of linear algebraic equations (SLAE) of unknown variables

$$
\begin{equation*}
u=\left[u_{1}(0), \ldots, u_{l}(0), \ldots, u_{1}(\mu), \ldots, u_{l}(\mu)\right] \tag{6}
\end{equation*}
$$

Let $Q$ is the matrix of system (5), then (5) may be written in the following form:

$$
\begin{equation*}
Q u=y \tag{7}
\end{equation*}
$$

where $y$ is a $m$-dimensional nonzero vector.

Let $T$ is the set of all tests for detection of given fault. In order to find the set $T$ we need to vary the right side of (7) and find solutions of corresponding system.

It is clear that the number of different nonzero vectors $y$ is $p^{(\mu+1) m}$. Even for small values $\mu$ and $m$ this value is very big. Therefore we shall consider more effective method.

We shall consider a homogeneous system instead of (7)

$$
\begin{equation*}
Q u=[0] \tag{8}
\end{equation*}
$$

Let $U_{0}$ is a set of solutions for this system. If $U$ is a set of all vectors of type (6) then obviously a set $U \backslash U_{0}$ is a set $T$, so we reduce finding solutions to one homogeneous system (8).

Now we pass on to test construction for lock-in $L A$. We say that $L A$ is a lock-in one if there is an $S S$ for this $L A$.

Theorem 16. Any lock-in $L A$ is a $\mu-\operatorname{definite} L A$ at the same time.

It is clear that application of above presented test construction method for the lock-in $L A$ can be based on this theorem.

Now we shall describe test construction method for arbitrary $L A$ but not for lock-in ones only. This method is based on the fact that any $L A$ has a finite memory.

Let good (faulty) $L A$ has the depth memory $\mu_{1}\left(\mu_{2}\right)$ and $\mu=\max \left(\mu_{1}, \mu_{2}\right)$. It is known from [2] that the output functions $L A \widetilde{A}$ and faulty $L A \widetilde{A}_{1}$ always can be presented in the following form:

$$
\begin{align*}
\bar{y}(t)= & V_{0} \bar{u}(t)+V_{1} \bar{u}(t-1)+\ldots+V_{\mu} \bar{u}(t-\mu)+ \\
& +W_{1} \bar{y}(t-1)+\ldots+W_{\mu} \bar{y}(t-\mu) \\
\bar{y}_{1}(t)= & V_{0}^{1} \bar{u}(t)+V_{1}^{1} \bar{u}(t-1)+\ldots+V_{\mu}^{1} \bar{u}(t-\mu)+ \\
& +W_{1}^{1} \bar{y}(t-1)+\ldots+W_{\mu}^{1} \bar{y}(t-\mu) \tag{9}
\end{align*}
$$

where $V_{i}\left(V_{i}^{1}\right), W_{i}\left(W_{i}^{1}\right)$ are matrices of corresponding dimension.

It is clear that if $\bar{u}(t-\mu), \bar{u}(t-\mu-1), \bar{u}(t)$ is test of the minimal length then $\bar{y}(t-j)=\bar{y}_{1}(t-j)$ for $j=1, \ldots, \mu$, but $\bar{y}(t) \neq \bar{y}_{1}(t)$.

Subtracting one form from another in (9), we get

$$
\begin{gather*}
\bar{y}(t)-\bar{y}_{1}(t)=\left[V_{0}-V_{0}^{1}\right] \bar{u}(t)+\ldots+ \\
+\left[V_{\mu}-V_{\mu}^{1}\right] \bar{u}(t-\mu)+\left[W_{1}-W_{1}^{1}\right] \bar{y}(t-1)+ \\
+\ldots+\left[W \mu-W_{\mu}^{1}\right] \bar{y}(t-\mu) \tag{10}
\end{gather*}
$$

Equating (10) to some nonzero vector, we get SLAE of unknown variables, which are the coordinate of vector

$$
u=\left[u_{1}(t-\mu), \ldots, u_{l}(t-\mu), \ldots, u_{1}(t), \ldots, u_{l}(t)\right]^{\prime}
$$

Let $Q$ is the matrix of obtained $S L A E$ then this $S L A E$ can be written as

$$
\begin{equation*}
Q u=y \tag{11}
\end{equation*}
$$

Note that the finding solutions of system (11) is pretty the same as for system (7).

Thus, the construction of all test sets for arbitrary $L A \mathrm{~s}$, both $\mu$ - definite and lock-in ones, can be reduced to a solution of one homogeneous system of equations.

## VI. Conclusion

The above represented results show that the specific of $L A$ s significantly simplify the construction of experiment theory for them. Thus, this specific makes it possible to decrease the upper bound of length for arbitrary types of experiments in comparison to corresponding assessment that is known for Mealy automaton. In addition, mentioned specific allows to reduce the problem of the experiment construction (in the general case this problem is very complex and labor-consuming) to more simple existence problem for such experiments. The last problem is solved by simple calculation of multiplying matrices, matrix exponentiation or matrix ranks. In other words, the conditions of existences of experiments can be easily verified.

It should be noted that after experiment's finished the identification of state can be carried out by solution of SLAE. There are well known and good developed mathematical methods for that.

Moreover, it is significant that above described methods provide test construction of length $\mu+1$, where $\mu$ is the depth of $L A$ memory. Since, as it's well known [2], $\mu \leq n$, where $n$ is $L A$ dimension, the methods shown in this article can provide very short test.
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# Research digital devices by means of modelling system on the basis of $K$-Value differential calculus 
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#### Abstract

Given article is devoted to the description of new system's of simulation, which based on the mathematical device of $K$-Value differential calculus, possibilities. This system intend for research the complex high-speed devices constructed with usage of modern technologies.


Index Terms - CAD, elements models, equations with delay, fuzzy fronts, $K$-Value differential calculation, simulation, switching capacity.

## I. Introduction

Now computer simulation of digital devices behavior is an integral part of automation's systems of their designing and verification. By means of simulation in systems of electronic devices computer-aided design solve such tasks as definition of installation's chains signals of digital devices and their subsequent logical operation, optimization of synchronization's chains parameters and time characteristics of switching, the analysis of signals competitions, definitions of signals distribution's time and their delays, constructions of checking tests and checks of their entirety $[1-3]$. Thus complexity of modern electronic devices, high frequency of their operation demand appropriate new methods of the analysis of their operation correctness with usage of quantitative and qualitative characteristics of possibility of failures appearance in them

Complexity of modern digital single-crystal systems (System On Chip - SOC) and necessity of rise of their simulation's reliability have led to necessity of many-valued alphabets usage instead of traditional binary. The least labor-consuming is simulation by means of the three-value Eihelberger's alphabet [2] using three characters ("unit", "zero" and "uncertainty" (X)). This alphabet allows considering two steady states at simulation, and the others it represents all as uncertainty. Some extension of three-value simulation is five-digit which in addition uses the

[^7]characters, enabling to distinguish smooth transitions from competitions of signals.

Fantozi alphabet [3] contains nine characters and allows to differentiate already at simulation static and dynamic risks of failures as to three characters of Eihelberger's alphabet such states as smooth transition from " 0 " in " 1 " $(E)$, smooth transition from " 1 " in " 0 " $(\mathrm{H})$ are added, static risk of failure in "0" $(P)$, static risk of failure in "1" $(V)$, dynamic risk of failure from " 0 " in " 1 " $(F)$, dynamic risk of failure from "1" in " 0 " $(L)$. Introduction of four more characters: O (transition from uncertainty in "0"), I (transition from uncertainty in "1"), $A$ (transition from " 0 " in uncertainty) and $B$ (transition from " 1 " in uncertainty), has allowed to distinguish phases of uncertainty and stability [4]. Application of logical many-valued operators enables to differentiate risks of failures, races and competitions of signals that are rather essential to combinative devices where it is necessary to find critical places (structural components) with a view of their subsequent modification and elimination of competitions [5].

At the same time, in known systems simulation of a new class processes and physical faults which are caused by usage of high frequencies of units operation is complicated and are linked to essential increase of a role of signals distribution on explorers of digital devices time parameters. Besides in similar systems there is no possibility to parse influence of increase quantitative parameters and recession of logical signals which are defined by power of switching.

The purpose of article is the description of the new automated system of the complex high-speed devices constructed with usage of modern technologies verification, which basis the mathematical device of $K$-value differential calculus [6, 7]

## II. FORMATION OF $K$-VALUE COMPUTER ELEMENTS MODELS

The developed system is based on the mathematical device of $K$-Value differential calculus. This method is development on idea of Boolean differential calculus [1], but, as against it, allows taking into account dynamics of fronts of switching logic signals. The mathematical apparatus of the system of automated designing on the basis
of $K$-Value differential calculus is guided by use of $K$-Value functions, i.e. the functions accepting values from set of integers $\{0,1, \ldots, K-1\}$ during the discrete moments of time $t_{i}=0,1, \ldots, N$. In this case logic signals quantize on amplitude and receive corresponding values of the whole $K$-Value numbers. Processing of these values is conducted on the basis of use of $K$-Value derivatives which can be entered as follows:

$$
\begin{aligned}
\frac{d F^{\Delta}\left(t_{i}\right)}{d t_{i}}= & \frac{F\left(t_{i}+\Delta t\right)\langle-\rangle_{k} F\left(t_{i}-\Delta t\right)}{2 \Delta t} \\
\frac{d F^{-}\left(t_{i}\right)}{d t_{i}} & =\frac{F\left(t_{i}\right)\langle-\rangle_{k} F\left(t_{i}-\Delta t\right)}{\Delta t} \\
\frac{d F^{+}\left(t_{i}\right)}{d t_{i}} & =\frac{F\left(t_{i}+\Delta t\right)\langle-\rangle_{k} F\left(t_{i}\right)}{\Delta t}
\end{aligned}
$$

where $\langle-\rangle_{k}$ - operation of subtraction on module $K ; F\left(t_{i}\right)-$ the function, accepting value from set $[0,1, \ldots, K-1]$ during the discrete moments of time $t_{i}=0,1, \ldots, N ; \Delta t=1$ - the minimal increment of an independent variable $t_{i}$.

From the entered definitions of derivative of $K$-Value functions in practice is used only such reception of $K$-Value derivatives, when values of $K$-Value functions during the current and previous moments of time are known. With the help of such $K$-Value differential operator any element digital computing can be described. Basic logic $K$-Value operations above $K$-Value operands are entered according to tables Kelly [2]. Besides the use of $K$-Value derivatives there is an opportunity to make calculation only at the moment of switching entrance signals that is at the moment of time when the $K$-Value derivative is not equal to zero. It allows reducing considerably time expenses at simulation devices of the big complexity.

Any element of digital computers in developed CAD is described by system of the $K$-Value differential equations with the late argument, looking like:

$$
\begin{aligned}
& \int \frac{d U_{\text {out } 1}\left(t_{i}\right)}{d t_{i}}=f\left(U_{\text {out1 }}\left(t_{i}-1\right), U_{\text {out1 }}^{\prime}\left(t_{i}-D_{1}\right),\right. \\
& U_{\text {inp11 }}^{\prime}\left(t_{i}-D_{1}\right), U_{\text {inp12 }}^{\prime}\left(t_{i}-D_{1}\right), \cdots, \\
& \left.U_{\mathrm{inp} 1 N_{1}}^{\prime}\left(t_{i}-D_{1}\right), t_{i}\right), t_{i} \geq t_{0} ; \\
& \frac{d U_{\mathrm{out} M}\left(t_{i}\right)}{d t_{i}}=f\left(U_{\mathrm{out} M}\left(t_{i}-1\right), U_{\mathrm{out} M}^{\prime}\left(t_{i}-D_{M}\right),\right. \\
& U_{\text {out } M 1}^{\prime}\left(t_{i}-D_{1}\right), U_{\text {out } M 2}^{\prime}\left(t_{i}-D_{M}\right), \cdots, \\
& \left.U_{\text {out } M N_{M}}^{\prime}\left(t_{i}-D_{M}\right), t_{i}\right), t_{i} \geq t_{0},
\end{aligned}
$$

where $\frac{d U_{\text {out } j}\left(t_{i}\right)}{d t_{i}}$ - value of derivative of unknown target signal $U_{\text {out } j}\left(t_{i}\right) j$ 's internal logic block at the moment of time $t_{i} ; j=\overline{1, M} ; M-$ quantity of outputs of an element; $U_{\text {out } j}^{\prime}\left(t_{i}-D_{j}\right)$ and $U_{\text {inp } j w}^{\prime}\left(t_{i}-D_{j}\right)$ - the modified values of $j$ 's target signal $U_{\text {out } j}\left(t_{i}-D_{j}\right)$ and $j w$ 's input signal $U_{\text {inp } j w}^{\prime}\left(t_{i}-D_{j}\right)$ logic element at a moment of time $\left(t_{i}-D_{j}\right) ; j w=\overline{11, M N_{M}} ; j=\overline{1, M} ; w=\overline{1, N_{M}}$.
$D_{j}$ - delay of $j$ 's logic block of the device, $j=\overline{1, M}$.
Presence of late argument gives an opportunity to description and simulation elements with feedback, such, for example, as elements with memory. Thus the size of delay not necessarily should have some unique value. For various internal logic units of an element it can accept various values. These values, in turn, also can vary in limits from minimal up to the maximal size of delay of element. It provides simulation an element with floating delays of its internal units.
As arguments of the $K$-Value differential equations making system, their switching modified in view of capacity, value of entrance, intermediate and target signals of an element are entered. This updating is carried out according to expression:

$$
\begin{aligned}
& U_{\text {out } j}^{\prime}\left(t_{i}-D_{j}\right)=\left\{\begin{array}{c}
U_{\text {out } j}\left(t_{i}-D_{j}\right), \text { if } \widetilde{E}_{\text {out }}^{j}\left(t_{i}-D_{j}\right)<\widetilde{E}_{p}, \\
j=\overline{1, M} ; \\
K-1, \text { if }\left(\widetilde{E}_{\text {out }}^{j}\left(t_{i}-D_{j}\right) \geq \widetilde{E}_{p}\right), \\
U_{s t_{-} \mathrm{B} j}\left(t_{i}-D_{j}\right)=0, j=\overline{1, M} ; \\
0, \text { if }\left(\widetilde{E}_{\text {out }}^{j}\left(t_{i}-D_{j}\right) \geq \widetilde{E}_{p}\right), \\
U_{s t_{-} \mathrm{B} j}\left(t_{i}-D_{j}\right)=K-1, j=\overline{1, M} ;
\end{array}\right. \\
& U_{\text {inp } j w}^{\prime}\left(t_{i}-D_{j}\right)=\left\{\begin{array}{r}
U_{\text {inp } j w}\left(t_{i}-D_{j}\right), \text { if } \widetilde{E}_{w}^{j}\left(t_{i}-D\right)<\widetilde{E}_{p}, \\
\quad w=\overline{1, N_{j}} ; \\
K-1, \text { if }\left(\widetilde{E}_{w}^{j}\left(t_{i}-D_{j}\right) \geq \widetilde{E}_{p}\right), \\
U_{s t w}^{j}\left(t_{i}-D_{j}\right)=0, w=\overline{1, N_{j}} ; \\
0, \text { if }\left(\widetilde{E}_{w}^{j}\left(t_{i}-D_{j}\right) \geq \widetilde{E}_{p}\right), \\
U_{s t w}^{j}\left(t_{i}-D_{j}\right)=K-1, w=\overline{1, N_{j}},
\end{array}\right.
\end{aligned}
$$

where $\widetilde{E}_{\text {out }}^{j}\left(t_{i}-D_{j}\right)$ and $\widetilde{E}_{w}^{j}\left(t_{i}-D_{j}\right)$ - the saved up value of capacity of switching $j$ 's output and $j w$ 's input signal on moment of time $\left(t_{i}-D_{j}\right) ; \widetilde{E}_{p}$ - Discrete analogue of threshold power of switching; $U_{s t_{-} \mathrm{B} j}\left(t_{i}-D_{j}\right)$ and
$U_{s t w}^{j}\left(t_{i}-D_{j}\right)$ - the saved up value of $j$ 's output and $j w$ 's input signal, fixed before the beginning of transient process.

Saved up by the moment of time ( $t_{i}-D_{j}$ ) capacities of signals are defined according to the following expressions:

$$
\widetilde{E}_{\text {out }}^{j}\left(t_{i}-D_{j}\right)=\left\{\begin{array}{c}
0, U_{\text {out } j}\left(t_{i}-D_{j}\right) \in\{0, K-1\}, \\
t_{i}>0 ; \\
\sum_{t_{k}=t_{s}-D_{j} j}\left[U_{\text {out }_{j}}\left(t_{k}\right)\left(\widetilde{U}_{\max }-\widetilde{U}_{\min }\right)+\right. \\
\left.+\widetilde{U}_{\min } \times(K-1)\right]^{2}, \\
U_{\text {out } j}\left(t_{i}-D_{j}\right) \notin\{0, K-1\}, \\
t_{i}>0 ; \\
0, \text { if } \quad t_{i}=0,
\end{array}\right.
$$

where $\tilde{U}_{\min }, \tilde{U}_{\max }$ - integer analogues of levels the voltage corresponding logic unit and logic zero; $t_{S_{-} \text {в } j}$ - the moment of the beginning of transient of switching $j$ 's target signal from one steady condition in another:

$$
t_{s_{-} \text {в } j}=\left\{\begin{array}{l}
\left(t_{i}-D_{j}\right), U_{\text {вых } j}\left(t_{i}-D_{j}\right) \in\{0, K-1\}, t_{i}>0 ; \\
t_{s_{-} \text {в } j}, U_{\text {вых } j}\left(t_{i}-D_{j}\right) \notin\{0, K-1\}, t_{i}>0 ; \\
-D_{j}, t_{i}=0 ;
\end{array}\right.
$$

The size of delay $D_{j} j$ 's internal logic unit of an element accepts the value from set $T_{z j}$ possible sizes of delays of unit. Unit $T_{\mathrm{zj}}$ depends on values of typical, minimal and maximal delays of an element and can be set by function $f_{T}\left(t_{\mathrm{z}_{-} \text {opt }}, t_{\mathrm{z}_{-} \min }, t_{\mathrm{z}_{-} \max }, C t r l_{-} T\right)$. Signal $C t r l_{-} T$ represents the managing signal determining a way of the task of this set:

- if $C t r l \_=0$, then set of all values of delays is reduced to a typical delay of an element $\left(T_{\mathrm{z}_{j}}=\left\{t_{\mathrm{z}_{-} \text {opt }}\right\}\right)$;
- if Ctrl_T $=1$, then set contains typical, minimal and maximal sizes of a delay $\left(T_{\mathrm{z}_{j}}=\left\{t_{\mathrm{z}_{-} \min }, t_{\mathrm{z}_{-} \mathrm{opt}}, t_{\mathrm{z}_{-} \max }\right\}\right)$;
- if Ctrl_T=2 or Ctrl_T=3, then set $T_{z_{j}}$ contains possible values of a delay which are defined in conformity by the law of distribution of the random variable describing a deviation of a delay from its typical value. This random variable has the normal law of distribution which parameters are defined by the minimal, maximal and typical sizes of a delay of logic unit.
- if $\mathrm{Ctrl} Z_{-} T=4$, then set $T_{z_{j}}$ contains except for typical value also the delays of an element deviating from $t_{\mathrm{z}_{-} \text {opt }}$ on size $\tau$, equal to duration of its transitive process of switching from one steady condition in another $\left(T_{\mathrm{z}_{j}}=\left\{\operatorname{Round}\left(t_{\mathrm{z}_{-} \mathrm{opt}}-\tau\right), t_{\mathrm{z}_{-} \mathrm{opt}}, \operatorname{Round}\left(t_{\mathrm{z}_{-} \mathrm{opt}}+\tau\right)\right\}\right)$.

In the developed system of the automated designing on the basis of $K$-Value differential calculus general model of an element of digital computers which can contain in structure $M$ of logic internal units, each of which has one exit and $N_{j}$ entrances $(j=\overline{1, M})$, is set by the structure resulted on the fig. 1.

The mainframe of the given structure is the block 1 which is intended for the decision system of the $K$-Value differential equations with late argument. The structure of an element also includes the block 4 which are carrying out initialization of an element which consists in definition of the sizes of buffers at their initial filling. Before signals, which are removed from buffer elements will arrive on the solving block of system of the $K$-Value differential equations (the block 1), their values can be changed with depending on power of switching of elements. This analysis is carried out in the block 5 which is intended for calculation of power of entrance and target signals. On an input of this block are act signals, which are removed from entrance and target buffer elements. And their values are removed from an output of this block with the account of power analysis already.

The signal Ctrl define the stage of initialization or a stage of modelling is carried out. And if the stage of modelling is defines, can be two variants - calculation values of a target signal with modeling or updating of buffer elements gets out.

For maintenance of simulation with floating delays the structure resulted on fig. 1, includes the block 7 which are carrying out formation of sets of allowable sizes of delays of logic unit of an element. Thus required accuracy of the analysis is defined by signal Ctrl_T according to which the specified set is formed.

Besides the above described blocks, structure of the generalized structure (fig. 1) contains also the block 6 intended for switching of entrance signals of an element and target signals of internal logic units. Thus this block forms sets of entrance signals for each internal element.

Depending on features of functioning of the projected device and the requirements showed to the spent analysis of their serviceability in developed system on the basis of $K$ Value differential calculus it is possible to use both full model of an element, and its separate individual kinds. Use of these models is defined by the chosen mode of simulation.


Fig. 1. Structure of general model of an element of digital computers on the basis of $K$-Value differential calculus

In developed system it is allocated four basic modes of simulation:

Mode of modeling 1. It is connected to the description of functioning of elements the $K$-Value differential equations with delay. At a choice of the first mode in the structure of an element resulted on fig. 2 block of power analysis works as the transfer buffer. Thus values of the signals, acting on its input without change are transferred to the block 1. Besides on an output of the block of formation of delays of internal logic units of an element of set $T_{\mathrm{z}_{j}}$ contain only typical values.
Mode of modeling 2. This mode corresponds to the description of functioning of elements the $K$-Value differential equations with delay in view of capacity of switching of entrance and target signals. In this mode on structure of an element the block of power analysis completely functions. It allows to execute simulation of an element in view of capacity of switching of entrance and target signals. In this case as delays of elements their typical values are used only.

Mode of modeling 3. This mode corresponds to simulation with "floating" delays at use the description of functioning of elements by the $K$-Value differential equations with delay.

In this case the element is represented by full structure in which the block 5 of power analysis, however, does not function, i.e. signals on an output of this block fully comply with signals on its input

Mode of modeling 4. This mode represents a mode of simulation with "floating" delays and the account of capacity of switching of entrance and target signals at use of the description of functioning of elements by the $K$-Value differential equations with delay. At a choice of the fourth mode of simulation all blocks which are included in structure of an element are in working order that allows executing the complex analysis of serviceability of the device with use of all opportunities incorporated in developed system.

## III. RESEARCH OF FAILURES RISKS WITH USE OF MODELLING ON THE BASIS OF $K$-VALUE DIFFERENTIAL CALCULUS

Now development of new and perspective devices is fulfilled on the basis of usage of CMOS-technology. However with implantation in process of CMOStechnology's production there was a new class of physical faults which appear in change of signals distribution time [8]. Correct operation of the digital device in this case is possible only when times of signals distribution along explorers of the logic circuit lay in the certain limits. When time of a signal's distribution quits for these limits speak that the fault of type change of delay of a signal takes place. Simulation of such devices can be fulfilled in system of simulation on the basis of $K$-value representation of signals and the computers base units operation's description on the basis of the $K$-value differential equations.

The offered system of simulation allows represent if necessary explorers of digital devices as the long lines
connecting transmitters and signals receivers, by means of $K$-value differential or functional models [9]. The system of simulation allows research also computers operation in view of power of switching processes that enables to determine a static noise stability of projected devices. At the same time, the offered system of simulation allows to model and all processes in the digital devices, enumerated earlier, and received at usage known thirteen-value alphabets. As an example we shall consider simulation of the device resulted operation on fig. 2.


Fig. 2. The device with presence of failure risks

The main component of such device is two-input a logical unit "And" which table of states in the 13 -value alphabet looks like:

| $\&$ | 0 | 1 | $X$ | $E$ | $H$ | $P$ | $V$ | $F$ | $L$ | $O$ | $I$ | $A$ | $B$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | $X$ | $E$ | $H$ | $P$ | $V$ | $F$ | $L$ | $O$ | $I$ | $A$ | $B$ |
| $X$ | 0 | $X$ | $X$ | $A$ | $O$ | $P$ | $X$ | $A$ | $O$ | $O$ | $X$ | $A$ | $X$ |
| $E$ | 0 | $E$ | $A$ | $E$ | $P$ | $P$ | $F$ | $F$ | $P$ | $\boldsymbol{P}$ | $F$ | $A$ | $A$ |
| $H$ | 0 | $H$ | $O$ | $P$ | $H$ | $P$ | $P$ | $P$ | $L$ | $O$ | $O$ | $P$ | $L$ |
| $P$ | 0 | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ | $P$ |
| $V$ | 0 | $V$ | $X$ | $\boldsymbol{F}$ | $P$ | $P$ | $V$ | $F$ | $L$ | $O$ | $I$ | $A$ | $B$ |
| $F$ | 0 | $F$ | $A$ | $F$ | $P$ | $P$ | $F$ | $F$ | $P$ | $P$ | $F$ | $A$ | $A$ |
| $L$ | 0 | $L$ | $O$ | $P$ | $L$ | $P$ | $L$ | $P$ | $L$ | $O$ | $O$ | $P$ | $L$ |
| $O$ | 0 | $O$ | $O$ | $P$ | $O$ | $P$ | $O$ | $P$ | $O$ | $O$ | $O$ | $P$ | $O$ |
| $I$ | 0 | $I$ | $X$ | $F$ | $O$ | $P$ | $I$ | $F$ | $O$ | $O$ | $I$ | $A$ | $X$ |
| $A$ | 0 | $A$ | $A$ | $A$ | $P$ | $P$ | $A$ | $A$ | $P$ | $P$ | $A$ | $A$ | $A$ |
| $B$ | 0 | $B$ | $X$ | $A$ | $L$ | $P$ | $B$ | $A$ | $L$ | $O$ | $X$ | $A$ | $B$ |

For the beginning it is possible to consider situation, when on inputs of a logical unit "And" there are signals $E$ (smooth transition from " 0 " in "1") and $O$ (transition from uncertainty in "0"). It corresponds to output signal $P$ which is on an intersection of the fifth line and the eleventh column of the table. Such output signal is static risk of failure in " 0 " $(P)$. On fig. 3 results of logical unit simulation are resulted "And" at the specified entry signals (signals $A$ and $B$ accordingly) in system on the basis of $K$-value differential calculus at $K=7$.

In this case in system of simulation logical " 0 " coincides with zero, and logical " 1 " corresponds to value " 6 " accordingly the minimum and maximum values at sevenelement representation of signals.

On an output of a unit signal $C$ which really corresponds to static risk of failure in " 0 " is observed, thus its amplitude
is equal " 3 " (half from maximum value at seven-element representation of logical signals).


Fig. 3. Static risk of failure in "0"
According to tab. the dynamic risk of failure from " 0 " in " 1 " $(F)$ on an output of a logical unit "And" takes place, when on its inputs there are signals $V$ (static risk of failure in "1") and $E$ (smooth transition from " 0 " in "1"). It corresponds to an intersection of the eighth line and the fifth column of the table. On fig. 4 are resulted results of simulation of this case where signals $A$ and $B$ correspond to specified entry signals $V$ and $E$, and signal $C$ shows presence of dynamic risk of failure at transition from " 0 " in "1".


Fig. 4. Dynamic risk of failure from " 0 " in " 1 "

For an example it is possible to consider operation of more complex device (fig. 3) at which there are faults of type "delay of signal's distribution". Sort of this device in system of computer-aided design on the basis of $K$-value differential calculus is presented on fig. 5.

On inputs $x_{1}$ and $x_{3}$ this device difference of a logical signal from " 1 " in " 0 ", on inputs $x_{2}$ and $x_{4}$ - a level of a constant " 1 ", and on an input $x_{5}$ - a logic zero level moves. Thus on an output $\mathrm{x}_{11}$ "failure" of an output logical signal concerning a level logical " 1 " is observed. It corresponds to a situation of static risk of failure in "1" (fig. 6). Thus any unit of the circuit can to be in any of thirteen states.

The system of $K$-value simulation allows parsing also devices with usage power the analysis of switching signals.

On fig. 7 time diagrams of operation of the device (fig. 3) in view of power of switching of entry signals are resulted.


Fig. 5. Structure of the device in system of $K$-Value modeling


Fig. 6. Static risk of failure
On fig. 8 time diagrams of this device operation in a base mode (without the analysis of logical signals switching power) in that case when on two its inputs $x_{1}$ and $x_{3}$ signals which are encoded as $O$ (see the table), and on inputs $x_{2}, x_{4}$ act are resulted and $x_{5}$ are submitted logical " 1 ", " 1 " and " 0 " accordingly.

Apparently from a figure on outputs $x_{10}$ and $x_{11}$ during a working time slice (about 15 nanoseconds on 66 nanoseconds) keeps a level of logical uncertainty ( $K=3$ ), that is defined by logic of separate logical units operation according to truth tables [6]. Similar results turn out at usage of other methods and systems of many-valued simulation.

At activation in system of $K$-Value modelling process in the account of power switching on entrance signals, there is an opportunity of its account at modelling device, in particular, on outputs $x_{6}$ and $x_{7}$ on a working interval time signals reach steady logic levels (fig. 6), unlike a level of uncertainty which could be observed in the previous case (fig. 5).


Fig. 7. Time diagrams of the device functioning in base mode


Fig. 8. Time diagrams of functioning the device in view of power switching on entrance signals

Similarly, the account of power switching of entrance logic signals leads to a deviation from level $K=3$ values on all other intermediate circuits of the designed device. All this causes that on an output $x_{10}$ in an interval of time $27-$ 30 nanoseconds are observed error condition in the form of "failure" of a target voltage from a level of uncertainty up to a level of logic zero, and on an output $x_{11}$ - "failure" of a logic signal on an output from a level of logic "unit" up to a level of uncertainty.

The received results speak about an opportunity in designing devices and research their working capacity by means of system on the basis of $K$-Value differential calculus to receive more exact quantitative and qualitative analysis error situations in designed devices.

## IV. CONCLUSION

Use of system of modelling on the basis of $K$-Value differential calculus allows to receive fuller qualitative and quantitative characteristics of failures in comparison with other existing systems of multiple-valued modelling in which there is no opportunity to represent quantized on amplitude a logic signal in the $K$-Value alphabet. Besides its use enables to consider research of such failures a real steepness of signals fronts on synchronization and data. All this opens prospect of use of system of $K$-Value modelling at designing complex and difficult computers.
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# Theory and Applications of Constrained LinearPredictive (LP) models 

Igor N. Presnjakov, Leonid I. Nefedov, Stanislaw A. Krivenko, and Alexander P. Stativka


#### Abstract

The present paper relates generally to speech encoding and decoding in voice communication systems; and, more particularly, it relates to various techniques used with code- excited linear prediction coding to obtain high quality speech reproduction through a limited bit rate communication channel.


## Index Terms - AMR, Speech coding, CELP

## I. Introduction

SIGNAL modeling and parameter estimation play significant roles in communicating voice information with limited bandwidth constraints. To model basic speech sounds, speech signals are sampled as a discrete waveform to be digitally processed. In one type of signal coding technique called LPC (linear predictive coding), the signal value at any particular time index is modeled as a linear function of previous values. A subsequent signal is thus linearly predictable according to an earlier value. As a result, efficient signal representations can be determined by estimating and applying certain prediction parameters to represent the signal.

Applying LPC techniques, a conventional source encoder operates on speech signals to extract modelling and parameter information for communication to a conventional source decoder via a communication channel. Once received, the decoder attempts to reconstruct a counterpart signal for playback that sounds to a human ear like the original speech.

A certain amount of communication channel bandwidth is required to communicate the modelling and parameter information to the decoder. In embodiments, for example

[^8]where the channel bandwidth is shared and real-time reconstruction is necessary, a reduction in the required bandwidth proves beneficial. However, using conventional modeling techniques, the quality requirements in the reproduced speech limit the reduction of such bandwidth below certain levels.

Speech encoding becomes increasingly difficult as transmission bit rates decrease. Particularly for noise encoding, perceptual quality diminishes significantly at lower bit rates. Straightforward code-excited linear prediction (CELP) is used in many speech codec, and it can be very effective method of encoding speech at relatively high transmission rates. However, even this method may fail to provide perceptually accurate signal reproduction at lower bit rates. One such reason is that the pulse like excitation for noise signals becomes more sparse at these lower bit rates as less bits are available for coding and transmission, thereby resulting in annoying distortion of the noise signal upon reproduction.

Many communication systems operate at bit rates that vary with any number of factors including total traffic on the communication system. For such variable rate communication systems, the inability to detect low bit rates and to handle the coding of noise at those lower bit rates in an effective manner often can result in perceptually inaccurate reproduction of the speech signal. This inaccurate reproduction could be avoided if a more effective method for encoding noise at those low bit rates were identified.

Additionally, the inability to determine the optimal encoding mode for a given noise signal at a given bit rate also results in an inefficient use of encoding resources. For a given speech signal having a particular noise component, the ability to selectively apply an optimal coding scheme at a given bit rate would provide more efficient use of an encoder processing circuit. Moreover, the ability to select the optimal encoding mode for type of noise signal would further maximize the available encoding resources while providing a more perceptually accurate reproduction of the noise signal.

## II. DETAILED DESCRIPTION MODELS

Fig. la is a schematic block diagram of a speech communication system illustrating the use of source encoding and decoding in accordance with the present model.

b
Fig. 1: a - There is a speech communication system;
b - A schematic block diagram illustrates several variations of an exemplary communication device employing the functionality of Fig. 1a.

Therein, a speech communication system 100 supports communication and reproduction of speech across a communication channel 103. Although it may comprise for example a wire, fiber or optical link, the communication channel 103 typically comprises, at least in part, a radio frequency link that often must support multiple; simultaneous speech exchanges requiring shared bandwidth resources such as may be found with cellular telephony embodiments.

Although not shown, a storage device may be coupled to the communication channel 103 to temporarily store speech information for delayed reproduction or playback, e.g., to
perform answering machine functionality, voiced email, etc. Likewise, the communication channel 103 might be replaced by such a storage device in a single device embodiment of the communication system 100 that, for example, merely records and stores speech for subsequent playback.
In particular, a microphone 111 produces a speech signal in real time. The microphone 111 delivers the speech signal to an $\mathrm{A} / \mathrm{D}$ (analog to digital) converter 115 . The $\mathrm{A} / \mathrm{D}$ converter 115 converts the speech signal to a digital form then delivers the digitized speech signal to a speech encoder 117.

The speech encoder 117 encodes the digitized speech by using a selected one of a plurality of encoding modes. Each of the plurality of encoding modes utilizes particular techniques that attempt to optimize quality of resultant reproduced speech. While operating in any of the plurality of modes, the speech encoder 117 produces a series of modeling and parameter information (hereinafter "speech indices"), and delivers the speech indices to a channel encoder 119.

The channel encoder 119 coordinates with a channel decoder 131 to deliver the speech indices across the communication channel 103. The channel decoder 131 forwards the speech indices to a speech decoder 133. While operating in a mode that corresponds to that of the speech encoder 117, the speech decoder 133 attempts to recreate the original speech from the speech indices as accurately as possible at a speaker 137 via a D/A (digital to analog) converter 135.

The speech encoder 117 adaptively selects one of the pluralities of operating modes based on the data rate restrictions through the communication channel 103. The communication channel 103 comprises a bandwidth allocation between the channel encoder 119 and the channel decoder 131. The allocation is established, for example, by telephone switching networks wherein many such channels are allocated and reallocated as need arises. In one such embodiment, either a 22.8 kbps (kilobits per second) channel bandwidth, i.e., a full rate channel, or a 11.4 kbps channel bandwidth, i.e., a half rate channel, may be allocated.

With the full rate channel bandwidth allocation, the speech encoder 117 may adaptively select an encoding mode that supports a bit rate of $11.0,8.0,6.65$ or 5.8 kbps . The speech encoder 117 adaptively selects an either 8.0 , $6.65,5.8$ or 4.5 kbps encoding bit rate mode when only the half rate channel has been allocated. Of course these encoding bit rates and the aforementioned channel allocations are only representative of the present embodiment. Other variations to meet the goals of alternate embodiments are contemplated.

With either the full or half rate allocation, the speech encoder 117 attempts to communicate using the highest encoding bit rate mode that the allocated channel will support. If the allocated channel is or becomes noisy or
otherwise restrictive to the highest or higher encoding bit rates, the speech encoder 117 adapts by selecting a lower bit rate encoding mode.
Similarly, when the communication channel 103 becomes more favorable, the speech encoder 117 adapts by switching to a higher bit rate encoding mode.

With lower bit rate encoding, the speech encoder 117 incorporates various techniques to generate better low bit rate speech reproduction. Many of the techniques applied are based on characteristics of the speech itself. For example, with lower bit rate encoding, the speech encoder 117 classifies noise, unvoiced speech, and voiced speech so that an appropriate modeling scheme corresponding to a particular classification can be selected and implemented. Thus, the speech encoder 117 adaptively selects from among a plurality of modeling schemes those most suited for the current speech. The speech encoder 117 also applies various other techniques to optimize the modeling as set forth in more detail below.

Fig. lb is a schematic block diagram illustrating several variations of an exemplary communication device employing the functionality of Fig. 1a.

A communication device 151 comprises both a speech encoder and decoder for simultaneous capture and reproduction of speech. Typically within a single housing, the communication device 151 might, for example. comprise a cellular telephone, portable telephone, computing system, etc. Alternatively, with some modification to include for example a memory element to store encoded speech information the communication device 151 might comprise an answering machine, a recorder, voice mail system, etc.
A microphone 155 and an A/D converter 157 coordinate to deliver a digital voice signal to an encoding system 159. The encoding system 159 performs speech and channel encoding and delivers resultant speech information to the channel. The delivered speech information may be destined for another communication device (not shown) at a remote location

As speech information is received, a decoding system 165 performs channel and speech decoding then coordinates with a D/A converter 167 and a speaker 169 to reproduce something that sounds like the originally captured speech.

The encoding system 159 comprises both a speech processing circuit 185 that performs speech encoding, and a channel processing circuit 187 that performs channel encoding. Similarly, the decoding system 165 comprises a speech processing circuit 189 that performs speech decoding, and a channel processing circuit 191 that performs channel decoding.

Although the speech processing circuit 185 and the channel processing circuit 187 are separately illustrated, they might be combined in part or in total into a single unit. For example, the speech processing circuit 185 and the channel processing circuitry 187 might share a single DSP (digital signal processor) and/or other processing circuitry.

Similarly, the speech processing circuit 189 and the channel processing circuit 191 might be entirely separate or combined in part or in whole. Moreover, combinations in whole or in part might be applied to the speech processing circuits 185 and 189, the channel processing circuits 187 and 191 , the processing circuits $185,187,189$ and 191 , or otherwise.

The encoding system 159 and the decoding system 165 both utilize a memory 161. The speech processing circuit 185 utilizes a fixed codebook 181 and an adaptive codebook 183 of a speech memory 177 in the source encoding process. The channel processing circuit 187 utilizes a channel memory 175 to perform channel encoding. Similarly, the speech processing circuit 189 utilizes the fixed codebook 181 and the adaptive codebook 183 in the source decoding process. The channel processing circuit 187 utilizes the channel memory 175 to perform channel decoding.

The speech memory 177 is shared as illustrated. Separate copies thereof can be assigned for the processing circuits 185 and 189. Likewise, separate channel memory can be allocated to both the processing circuits 187 and 191. The memory 161 also contains software utilized by the processing circuits $185,187,189$ and 191 to perform various functionality required in the source and channel encoding and decoding processes.

## III. A MULTI-Step Encoding

Figs. 2-4 are functional block diagrams illustrating a multi-step encoding approach used by one embodiment of the speech encoder illustrated in Figs. la and lb. In particular, Fig. 2 is a functional block diagram illustrating of a first stage of operations performed by one embodiment of the speech encoder shown in Figs. la and lb. The speech encoder, which comprises encoder processing circuitry, typically operates pursuant to software instruction carrying out the following functionality.

At a block 215, source encoder processing circuitry performs high pass filtering of a speech signal 211 . The filter uses a cutoff frequency of around 80 Hz to remove, for example, 60 Hz power line noise and other lower frequency signals. After such filtering, the source encoder processing circuitry applies a perceptual weighting filter as represented by a block 219 . The perceptual weighting filter operates to emphasize the valley areas of the filtered speech signal, if the encoder processing circuitry selects operation in a pitch preprocessing ( PP ) mode as indicated at a control block 245 , a pitch preprocessing operation is performed on the weighted speech signal at a block 225 . The pitch preprocessing operation involves warping the weighted speech signal to match interpolated pitch values that will be generated by the decoder processing circuitry. When pitch preprocessing is applied, the warped speech signal is designated a first target signal 229. if pitch preprocessing is not selected the control block 245, the weighted speech
signal passes through the block 225 without pitch preprocessing and is designated the first target signal 229.


Fig. 2. A first stage of operations is performed by one embodiment of the speech encoder shown in Figs. la and lb

As represented by a block 255 , the encoder processing circuitry applies a process wherein a contribution from an adaptive codebook 257 is selected along with a corresponding gain 257 which minimize a first error signal 253. The first error signal 253 comprises the difference between the first target signal 229 and a weighted, synthesized contribution from the adaptive codebook 257.

At blocks 247, 249 and 251, the resultant excitation vector is applied after adaptive gain reduction to both a synthesis and a weighting filter to generate a modeled signal that best matches the first target signal 229. The encoder processing circuitry uses LPC (linear predictive coding) analysis, as indicated by a block 239, to generate filter parameters for the synthesis and weighting filters. The weighting filters 219 and 251 are equivalent in functionality.

Next, the encoder processing circuitry designates the first error signal 253 as a second target signal for matching using contributions from a fixed codebook 261. The encoder processing circuitry searches through at least one of the pluralities of sub codebooks within the fixed codebook 261 in an attempt to select a most appropriate contribution while generally attempting to match the second target signal.

More specifically, the encoder processing circuitry selects an excitation vector, its corresponding sub codebook and gain based on a variety of factors. For example, the
encoding bit rate, the degree of minimization, and characteristics of the speech itself as represented by a block 279 are considered by the encoder processing circuitry at control block 275. Although many other factors may be considered, exemplary characteristics include speech classification, noise level, sharpness, periodicity, etc. Thus, by considering other such factors, a first sub codebook with its best excitation vector may be selected rather than a second sub codebooks best excitation vector even though the second sub codebook's better minimizes the second target signal 265.

Fig. 3 is a functional block diagram depicting of a second stage of operations performed by the embodiment of the speech encoder illustrated in Fig. 2.


Fig. 3. A functional block diagram depict of a second stage of operations performed by the embodiment of the speech encoder

In the second stage, the speech encoding circuitry simultaneously uses both the adaptive the fixed codebook vectors found in the first stage of operations to minimize a third error signal 311.

The speech encoding circuitry searches for optimum gain values for the previously identified excitation vectors (in the first stage) from both the adaptive and fixed codebooks 257 and 261. As indicated by blocks 307 and 309, the speech encoding circuitry identifies the optimum gain by generating a synthesized and weighted signal, i.e., via a block 301 and 303, that best matches the first target signal 229 (which minimizes the third error signal 311). Of course if processing capabilities permit, the first and second stages could be combined wherein joint optimization of both gain and adaptive and fixed codebook rector selection could be used.

Fig. 4 is a functional block diagram depicting of a third stage of operations performed by the embodiment of the speech encoder illustrated in Figs. 2 and 3.

The encoder processing circuitry applies gain normalization, smoothing and quantization, as represented by blocks 401,403 and 405, respectively, to the jointly optimized gains identified in the second stage of encoder processing. Again, the adaptive and fixed codebook vectors used are those identified in the first stage processing

With normalization, smoothing and quantization functionally applied, the encoder processing circuitry has
completed the modeling process. Therefore, the modeling parameters identified are communicated to the decoder. In particular, the encoder processing circuitry delivers an index to the selected adaptive codebook vector to the channel encoder via a multiplexor 419. Similarly, the encoder processing circuitry delivers the index to the selected fixed codebook vector, resultant gains, and synthesis filter parameters etc., to the multiplexor 419. The multiplexor 419 generates a bit stream 421 of such information for delivery to the channel encoder for communication to the channel and speech decoder of receiving device [1].


Fig. 4. A functional block diagram depict of a third stage of operations performed by the embodiment of the speech encoder

In many applications it is important to measure how much distortion an operation exerts on the spectrum, that is, to measure how much the spectrum changes, for example, in quantization of parameters. Define the spectral error or difference $V(\omega)$ as [2]

$$
\begin{equation*}
V(\omega)=10 \log _{10}[A(\omega)]-10 \log _{10}[\hat{A}(\omega)] \tag{1}
\end{equation*}
$$

The simplest and most used of spectral distortion measures, log spectral distortion (SD), is defined as

$$
\begin{equation*}
d^{2}=(1 / \pi) \int_{0}^{\pi}|V(\omega)|^{2} d \omega \tag{2}
\end{equation*}
$$

where $A(\omega)$ is the original spectrum and $\hat{A}(\omega)$ the distorted spectrum [3].

In this paper we describe the measured characteristics of constrained Linear Predictive (LP) models.

## IV. Linear Predictive Models

## A. Hardware

Fig. 5 is a block diagram of an embodiment illustrating functionality of speech decoder having corresponding
functionality to that illustrated in Figs. 2-4.


Fig. 5. A functional block diagram depict of a second stage of operations performed by the embodiment of the speech encoder

As with the speech encoder the speech decoder, which comprises decoder processing circuitry, typically operates pursuant to software instruction carrying out the following functionality.

A demultiplexor 511 receives a bit stream 513 of speech modeling indices from an often remote encoder via a channel decoder. As previously discussed, the encoder selected each index value during the multi-stage encoding process described above in reference to Figs. 2-4. The decoder processing circuitry utilizes indices, for example, to select excitation vectors from an adaptive codebook 515 and a fixed codebook 519, set the adaptive and fixed codebook gains at a block 521, and set the parameters for a synthesis filter 531. With such parameters and vectors selected or set, the decoder processing circuitry generates a
reproduced speech signal 539. In particular, the codebooks 515 and 519 generate excitation vectors identified by the indices from the demultiplexor 511. The decoder processing circuitry applies the indexed gains at the block 521 to the vectors which are summed. At a block 527, the decoder processing circuitry modifies the gains to emphasize the contribution of vector from the adaptive codebook 515. At a block 529 , adaptive tilt compensation is applied to the combined vectors with a goal of flattening the excitation spectrum. The decoder processing circuitry performs synthesis filtering at the block 531 using the flattened excitation signal

Finally, to generate the reproduced speech signal 539, post filtering is applied at a block 535 deemphasizing the valley areas of the reproduced speech signal 539 to reduce the effect of distortion. The hardware is realized with QuartusII from corporation Altera.

## B. Software

A sub design 551 receives a bit stream of Linear Predictive speech modeling indices $L P C_{j}$ from an often remote encoder via a channel decoder and one $L P C_{j}^{\wedge}$ via block 541. It have used the following modified nonlinear equation

$$
\begin{equation*}
S A^{2}=\sum_{j} 10 \log _{10}\left|L P C_{j}^{\wedge} / L P C_{j}\right| \tag{3}
\end{equation*}
$$

The software model is realized with MATLAB from corporation Math Works. Text of program is M-file (look appendix).

## V. Cellular Telephony

In the exemplary cellular telephony embodiment of the present invention, the $\mathrm{A} / \mathrm{D}$ converter 115 (Fig. la) will generally involve analog to uniform digital PCM including: 1) an input level adjustment device; 2) an input anti-aliasing filter; 3) a sample-hold device sampling at 8 kHz ; and 4) analog to uniform digital conversion to 13-bit representation.

Similarly, the D/A converter 135 will generally involve uniform digital PCM to analog including: 1) conversion from 13-bitl8 kHz uniform PCM to analog; 2) a hold device; 3) reconstruction filter including $x / \sin (x)$ correction; and 4) an output level adjustment device.

In terminal equipment, the $\mathrm{A} / \mathrm{D}$ function may be achieved by direct conversion to 13-bit uniform PCM format, or by conversion to 8-bit/A-law compounded format. For the D/A operation, the inverse operations take place.

The encoder 117 receives data samples with a resolution of 13 bits left justified in a 16-bit word. The three least significant bits are set to zero. The decoder 133 outputs data in the same format. Outside the speech codec, further processing can be applied to accommodate traffic data having a different representation. A specific embodiment of
an AMR (adaptive multi-rate) codec with the operational functionality illustrated in Figs. 2-5 uses five source codec with bit-rates $11.0,8.0,6.65,5.8$ and 4.55 kbps . Four of the highest source coding bit-rates are used in the full rate channel and the four lowest bit-rates in the half rate channel.

All five source codec within the AMR codec are generally based on a code-excited linear predictive (CELP) coding model. A 10th order linear prediction (LP), or shortterm, synthesis filter, e.g., used at the blocks 249, 267, 301, 407 and 531 (of Figs. 2-5), is used.

## VI. Simulation Model

Twenty-one encoder input sequences are provided ETSI [4]. Note that for the input sequences TEST0.INP to TEST3.INP, the amplitude figures are given in 13-bit precision. The active speech levels are given in dBov.

TEST0.INP - Synthetic harmonic signal. The pitch delay varies slowly from 18 to 143.5 samples. The minimum and maximum amplitudes are -997 and +971 .

TEST1.INP - Synthetic harmonic signal. The pitch delay varies slowly from 144 down to 18.5 samples. Amplitudes at saturation point -4096 and +4095. - TEST2.INP Sinusoidal sweep varying from 150 Hz to 3400 Hz . Amplitudes $\pm 1250$.

TEST3.INP - Sinusoidal sweep varying from 150 Hz to 3400 Hz . Amplitudes $\pm 4000$.

TEST4.INP - Female speech, active speech level: -19.4 dBov, flat frequency response.
TEST5.INP - Male speech, active speech level: -18.7 dBov, flat frequency response.
TEST6.INP - Female speech, ambient noise, active speech level: -35.0 dBov, flat frequency response.

TEST7.INP - Female speech, ambient noise, active speech level: - 25.0 dBov , flat frequency response.

TEST8.INP - Female speech, ambient noise, active speech level: - 15.6 dBov , flat frequency response.

TEST9.INP - Female speech, car noise, active speech level: - 35.5 dBov , flat frequency response.

TEST10.INP - Female speech, car noise, active speech level: -26.1 dBov, flat frequency response.

TEST11.INP - Female speech, car noise, active speech level: - 15.8 dBov , flat frequency response.

TEST12.INP - Male speech, ambient noise, active speech level: -34.9 dBov, flat frequency response.

TEST13.INP - Male speech, ambient noise, active speech level: -24.8 dBov, flat frequency response.

TEST14.INP - Male speech, ambient noise, active speech level: - 15.0 dBov , flat frequency response.

TEST15.INP - Male speech, babble noise, active speech level: - 34.1 dBov , flat frequency response.

TEST16.INP - Male speech, babble noise, active speech level: -24.3 dBov, flat frequency response.

TEST17.INP - Male speech, babble noise, active speech level: -14.4 dBov, flat frequency response.

TEST18.INP - Female speech, ambient noise, active speech level: - 26.0 dBov , modified IRS frequency response, with many zero frames.

TEST19.INP - Male speech, ambient noise, active speech level: - -36.0 dBov , modified IRS frequency response, with many zero frames.

TEST20.INP - Sequence for exercising the LPC vector quantization codebooks and ROM tables of the codec.

The TEST0.INP and TEST1.INP sequences were designed to test the pitch lag of the GSM enhanced full rate speech encoder. In a correct implementation, the resulting speech encoder output parameters shall be identical to those specified in the TEST0.COD and TEST1.COD sequences, respectively.

The document [5] contains an electronic copy of the ANSI-C code for the Adaptive Multi-Rate codec. The ANSI-C code is necessary for a bit exact implementation of the Adaptive Multi Rate speech transcoder (TS 26.090 [6]).

## VII. Simulation Results

To begin, we obtain the spectral distortion of the TEST4.INP for the Fast Fourier transform. Table I shows the normalized spectral distortion of Female speech, active speech level: -19.4 dBov, flat frequency response.

TABLE I
TEST4 LAST

| BIT <br> RATE, <br> KBPS | QUANTITY | QUANTITY / 8,7797(1) |
| :--- | :--- | :--- |
| MR122 | 2,8397 | 0,323439 |
| MR102 | 2,9657 | 0,337791 |
| MR795 | 3,5974 | 0,409741 |
| MR74 | 3,3838 | 0,385412 |
| MR67 | 3,7678 | 0,429149 |
| MR595 | 3,6410 | 0,414707 |
| MR515 | 4,4173 | 0,503127 |
| MR475 | 4,3649 | 0,497158 |

Second, we obtain the spectral distortion of the TEST5.INP for the Fast Fourier transform. C, active speech level: -18.7 dBov, flat frequency response.

TABLE II
TEST5 LAST

| TEST5 LAST |  |  |
| :--- | :---: | :---: |
| BIT <br> RATE, <br> KBPS | QUANTITY | QUANTITY / 8,7797(3) |
| MR122 | 5,2161 | 0,594109 |
| MR102 | 5,4805 | 0,624224 |
| MR795 | 6,5916 | 0,750777 |
| MR74 | 6,5855 | 0,750083 |
| MR67 | 7,5220 | 0,856749 |
| MR595 | 7,7835 | 0,886534 |
| MR515 | 8,4710 | 0,964839 |
| MR475 | 8,7797 | 1 |

Third, we obtain the new spectral distortion of the TEST4.INP for the Fast Fourier transform. Table III shows the normalized spectral distortion of Female speech, active speech level: -19.4 dBov, flat frequency response.

TABLE III
TEST4 NEW

| BIT <br> RATE, <br> KBPS | QUANTITY | QUANTITY / 2,4408(2) |
| :--- | :---: | :---: |
| MR122 | 1,9257 | 0,788963 |
| MR102 | 1,8834 | 0,771632 |
| MR795 | 1,9427 | 0,795928 |
| MR74 | 1,9843 | 0,812971 |
| MR67 | 1,9390 | 0,794412 |
| MR595 | 1,9377 | 0,793879 |
| MR515 | 2,0095 | 0,823296 |
| MR475 | 2,0348 | 0,833661 |

Forth, we obtain the new spectral distortion of the TEST5.INP for the Fast Fourier transform. Table IV shows the normalized spectral distortion of male speech, active speech level: -18.7 dBov, flat frequency response.

| TABLE IV <br> TEST5 NEW |  |  |
| :--- | :---: | :---: |
| BIT |  |  |
| RATE, | QUANTITY | QUANTITY / 2,4408(4) |
| KBPS |  |  |
| MR122 | 2,0334 | 0,833088 |
| MR102 | 2,0502 | 0,839971 |
| MR795 | 2,0986 | 0,859800 |
| MR74 | 2,0925 | 0,857301 |
| MR67 | 2,0648 | 0,845952 |
| MR595 | 2,0857 | 0,854515 |
| MR515 | 2,1277 | 0,871722 |
| MR475 | 2,1492 | 0,880531 |

Fig. 6 illustrates these results:


Fig. 6. It is simulation results

Table $V$ shows the error of spectral distortion measurement obtained for female and male speech.

TABLE V

| DELTA |  |  |
| :--- | :---: | :---: |
| BIT |  |  |
| RATE, | LAST DELTA(5) | NEW DELTA(6) |
| KBPS |  |  |
| MR122 | 0,27067 | 0,044125 |
| MR102 | 0,286433 | 0,068338 |
| MR795 | 0,341037 | 0,063873 |
| MR74 | 0,364671 | 0,044330 |
| MR67 | 0,427600 | 0,051540 |
| MR595 | 0,471827 | 0,060636 |
| MR515 | 0,461713 | 0,048427 |
| MR475 | 0,502842 | 0,046870 |

Fig. 7 shows accuracy new technique.


Fig. 7. It is simulation results

## VIII. CONCLUSION

The proposed techniques have more high accuracy.

## APPENDIX

$\mathrm{p}=10$;
number_of_frame $=64800 / 320$;
max_shift = 5;
kolichestvo_tochek_na_grafike $=9$;
yv = wavread('Speech.wav',64800);
old $\_y=y v$;
$y(:, 1)=$ wavread('Speech.wav',64800);
$y(:, 2)=$ wavread('speech_475-1.wav',64800);
$y(:, 3)=$ wavread('speech_475-2.wav',64800);
$y(:, 4)=$ wavread('speech_475-3.wav',64800);
$\mathrm{y}(:, 5)=$ wavread('speech_475-4.wav',64800);
$y(:, 6)=$ wavread('speech_475-5.wav',64800);
$y(:, 7)=$ wavread('speech_475-6.wav',64800);
$y(:, 8)=$ wavread('speech_475-7.wav',64800);
$y(:, 9)=$ wavread('speech_475-8.wav',64800);
for index_i = 1:kolichestvo_tochek_na_grafike
sa_super $=0$;
count $=0$;
for index_ii = 1 : (number_of_frame)
count_i $=0$;
for index_iii = 1: max_shift
new $=y\left(\left(i n d e x \_i i^{*} 160-1 \overline{60}+\right.\right.$ index_iii): (index_ii*160

+ index_iii - 1 ), index_i);
$[\mathrm{a}, \mathrm{g}]=\operatorname{lpc}($ new,, p$)$
response_new $=\operatorname{real}(\mathrm{a})$;
old $=$ old_y ((index_ii*160-159):index_ii*160, 1);
[aa,gg] = lpc(old,p)
response_old $=$ real $(a a)$;
meas_sa $=10^{*} \log 10(\operatorname{abs}($ response_new./response_old $))$;
f_sa $=$ meas_sa * meas_sa';
sa_ii $=\operatorname{sqrt}\left(f \_s a /(p+1)\right)$;

$$
\begin{aligned}
& \text { if (index_iii == 1) } \\
& \text { old_sa_iii = sa_ii; } \\
& \text { end } \\
& \text { if (old_sa_iii > sa_ii) } \\
& \text { old_sa_iii = sa_ii; } \\
& \text { end }
\end{aligned}
$$

$$
\text { count_i = count_i }+1
$$

end
sa_super $=$ sa_super + old_sa_iii;
count $=$ count +1 ;
end
sa(index_i, 1) = sqrt(sa_super/count);
ayv $=\mathrm{fft}(\mathrm{yv})$;
$a y v v=f f t(y(:$, index_i) $) ;$
eyv = ayv.*conj(ayv);
eyvv = ayvv.*conj(ayvv);
$y y v=10 * \log 10(e y v) ;$
yyvv $=10 * \log 10(\mathrm{eyvv}) ;$
meas $=\operatorname{minus}(y y v, y y v v) ;$
$\mathrm{f}=$ meas'* $^{\prime}$ meas;
$\operatorname{sd}($ index_i, 1$)=\operatorname{sqrt}(\mathrm{f} / 64800)$;
end
$\mathrm{sd}=\mathrm{sd}$
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# Monitoring of Photonic-Crystal Fibers Positioning in the Connection Process 

A. Filipenko, O. Sychova


#### Abstract

In this report the monitoring method of PCF positioning at the connection process is offered. It is based on the matched filtration principle in the form of autoconvolution. Equations which connected PCF core axis coordinates with the maximum value of optical field intensity autoconvolution was obtained. It is shown that optical fiber displacement relatively base coordinates corresponds to half coordinates of autoconvolution maximum. Researches have shown that the offered method possesses high noiseproof factor and much higher accuracy in comparison with an integrated method.


Index Terms - Autoconvolution, connect, optical intensity distribution, photonic crystal fiber (PCF)

## I. Introduction

The scope of new type optical fibers, named photoniccrystal fibers (PCF), extends in the electronic techniques recently. There are air canals in PCF cladding unlike ordinary fibers. It is possible to change PCF optical properties over a wide diapason depending on geometry, channels sizes, interval between them and also their relative positioning (in the form of a hexagonal or a casual channels positioning). Therefore, even the slightest deformation of PCF geometry very strongly influences on a fiber optical characteristics, so and on a signal transmission.

In many cases, for example at installation of functional electronics elements based on PCF, there is a need of PCF connections among themselves or with ordinary fibers. It inevitably leads to occurrence of PCF geometry deformations and various displacements. As it is known, allowable displacement excess leads to considerable increase of insertion optical losses. One of the main problem at maintenance of insertion losses low level is the definition of a spatial location of positioning objects, in particular PCF, concerning base coordinates. As the last, can by cores axes of interfaced optical fibers or a base axis of the technology equipment.

The decision of the given problem is reach by working out of the special technique, which should provide the positioning errors not exceeding percentage units of controllable value and making the tenth part of a micrometer. The ma-

[^9]jority of existing methods is based on perception and the analysis of positioned fibers optical images and is intended for the parameters control of ordinary optical fibers [1-5].

The purpose of these researches is working out of the automated precision control method of PCF positioning at connections. The problems of a mathematical substantiation of technique principles, imitating modelling on the personal computer and experimental researches on the technology equipment were solve during researches.

## II. Theoretical Researches

As is well known, in the fiber-optic connect process are decided tasks of PCF positioning, at which the current fiber position is determined.

To the characteristics, describing these connected PCF properties, concern:

- corner of a mutual inclination of connected PCF cores axes. In the majority of modern positioning devices this size should be eliminated by a premise of fibers in V-groove of positioning devices elements. However, as has shown operating experience and the researches, the given property is realised not always;
- value of longitudinal displacement of PCF cores;
- value of cross-section displacement of PCF cores.

Determine of the specified positioning parameters is rational for carrying out by means of an optical television control method with use of cross-section PCF sounding by a wide bunch uniform on light exposure of a light stream. The scheme of given method realisation is given on fig.1.


Fig.1. Scheme of the control system of PCF positioning
Here that property is use that at cross-section illumination the fiber represents focusing cylindrical lens, which make distribution of the optical field in a photodetector plane, allowing defining of a fiber optic-geometrical characteristics.

The initial information which is subject to the analysis, represents a matrix of the brightness codes corresponding to points of the image (fig.2,a). Resolution is caused by the matrix elements size and their quantity, and also objective magnification.


Fig.2. Image of an optical field obtained at PCF cross-section sounding (a) and corresponding to it 1D cross-section field intensity distribution (b)

Prominent features of the received image are:

- the greatest area on optical radiation intensity correspond to the free space surrounding of PCF. On level, these signals considerably exceed level of dark areas;
- the most dark areas correspond to areas of PCF cladding, free from air channels;
- at PCF displacement a zone occupied with background areas above and below a fiber (with reference to figure), change the sizes.
The main complexity of the given method realisation is the analysis of the measured information and conclusion about a condition of connection objects.

Let us consider decisions of the given problems offered in given work.

From features of an optical fibers structure known that in the absence of unacceptable defects the fields intensity distribution created by them has symmetric character concerning a core axis. The same feature is characteristic and for PCF. On fig. $2, b$ the field intensity distribution in 1 D variant, corresponding to the image of an optical field at the cross-section sounding PCF presented on fig.2, $a$.

From figures it is visible, that the signal is symmetric (though has the insignificant distortions caused by presence
of defects and pollution of fibers surfaces and optical elements) and represents even function concerning an axis passing through the centre of symmetry and coinciding with a required core optical axis in the absence of displacement. Therefore, the problem of the radial displacement monitoring is reducing to definition of lateral shift of the signal symmetry centre. The decision of this problem is offer to be carrying out with use of a principle of the matched filtration in the form of autoconvolution [6-8].

The signal model in optical field intensity distribution section it is possible to present in a form

$$
\begin{equation*}
\xi(\mathrm{x})=\mathrm{I}(\mathrm{x})+\mathrm{n}(\mathrm{x}), \tag{1}
\end{equation*}
$$

where $\mathrm{I}(\mathrm{x}) \approx \mathrm{E}^{2}(\mathrm{x})$ - intensity distribution function; $\mathrm{n}(\mathrm{x})$ - additive noise with zero average value.

The matched filter is the optimum filter minimising average square error at allocation useful making of $\mathrm{I}(\mathrm{x})$ mix with noise $\xi(\mathrm{x})$.

The pulse response of the matched filter represents turned relatively $y$ and shifted on function $X_{t}$ and writing

$$
\begin{equation*}
h(x)=I\left(x_{t}-x\right) \tag{2}
\end{equation*}
$$

Shift presence means, that for detection of a signal by duration $X_{t}$ it is necessary to give it in during time $X_{t}$ after beginning signal. The matched filtration consists in pass a signal $I(x)$ the filter with the pulse response $I(-x)$. The optimum filter does not depend on amplitude of a signal, i.e. instead $I(-x)$ it is possible to take $\alpha \cdot I(-x)$.

Thus, the pulse characteristic of the matched filter within constant multiplier should represent the turned copy of a useful component, namely

$$
\begin{equation*}
h(x)=\alpha I(-x) \tag{3}
\end{equation*}
$$

It is known, that the linear filtration in spatial area is equivalent to mathematical operation of convolution

$$
\begin{equation*}
\mathrm{y}(\mathrm{t})=\int_{0}^{\mathrm{t}} \mathrm{x}(\tau) \mathrm{h}(\mathrm{t}-\tau) \mathrm{d} \tau \tag{4}
\end{equation*}
$$

As it is note, for the matched filter, $h(t)=x(-t)$ therefore

$$
\begin{equation*}
\mathrm{y}(\mathrm{t})=\int_{0}^{\mathrm{t}} \mathrm{x}(\tau) \mathrm{x}(\tau-\mathrm{t}) \mathrm{d} \tau \tag{5}
\end{equation*}
$$

Function of mutual correlation $x(t)$ and $x(-t)$ can be present in the form

$$
\begin{equation*}
\mathrm{C}(\tau)=\frac{1}{\mathrm{~T}} \int_{0}^{\mathrm{T}} \mathrm{x}(\mathrm{t}) \mathrm{x}(\mathrm{t}-\tau) \mathrm{dt} \tag{6}
\end{equation*}
$$

Thus, the matched filtration reduced to convolution $\mathrm{x}(\mathrm{t})$ and $x(-t)$ or to calculation of their autocorrelation function. Applying the given data, we will write output signal of the matched filter in the form of convolution integral

$$
\begin{equation*}
\mathrm{s}(\mathrm{z})=\xi(\mathrm{x}) * \mathrm{~h}(\mathrm{x})=\int_{-\mathrm{D} / 2}^{\mathrm{D} / 2} \xi(\mathrm{x}) \mathrm{h}(\mathrm{z}-\mathrm{x}) \mathrm{dx} \tag{7}
\end{equation*}
$$

where D -extent of a registration site.
At substitution (3) in (7) and $\alpha=1$ a point $\mathrm{z}=0$ possible writing

$$
\begin{equation*}
\mathrm{s}(0)=\int_{-\mathrm{D} / 2}^{\mathrm{D} / 2} \mathrm{I}^{2}(\mathrm{x}) \mathrm{dx}+\mathrm{R}_{\mathrm{ni}}(0) \approx \mathrm{R}_{\mathrm{ii}}(0) \tag{8}
\end{equation*}
$$

where the estimation mutual covariation function to noise and signal $R_{n i}$ is close to zero owing to their statistical independence. Thus, the output signal of the matched filter corresponds to avtocovariation function of a useful component $I(x)$ and reaches a maximum at the moment of exact identification of this component.

The spent consideration allows to construct computer processing algorithm of the measured distribution of an optical field an autoconvolution method. These operations are registration of sequence of discrete values of a signal, formation of the second sequence with return renumbering of elements, paired multiplication of elements values sequences and summation of the received products at the varied parameter of shift z . Maximum resulting to value of the received sum there corresponds to such shift of the second sequence concerning to the first at which their coincidence by criterion of a minimum average square errors is observed.

## III. Modeluing and Experimental Researches of PCF Positioning Monitoring

Possibilities of a positioning control method have been investigated by modelling on the computer. Following principles of the theory were investigated during experiments:

- calculate of autoconvolution for initial field intensity distribution at the set measurement error and a finding on its maximum value of PCF displaced centre coordinates;
- determining of values and their errors of core centre coordinates $\mathrm{X}_{\mathrm{c}}$, expressed through the gravity centre of image intensity function and an estimation of their parity with the coordinates defined by calculation of initial field autoconvolution.

Efficiency and potential possibilities of a technique were checked by modelling on the computer with use of pseudorandom numbers generator for imitation of measurement errors $\varepsilon$. Initial distribution of an electric field intensity $\mathrm{I}(\mathrm{x})$ as realization of some statistical ensemble was set. The measurement error was set by size of $10 \%$ from field amplitude value in each point of distribution. After forma-
tion a signal with $10 \%$ error the coordinates of field distribution centre $X_{c}$ calculates in according with equation defining the function gravity centre

$$
\begin{equation*}
X c=\int_{-D / 2}^{D / 2} x I(x) d x / \int_{-D / 2}^{D / 2} I(x) d x . \tag{9}
\end{equation*}
$$

Further on this signal $\xi(\mathrm{x})$ was executed autoconvolution operation, determined index of formed array maximum element. For undertaking of researches were designed algorithm and program, realizing the examinee method. The algorithm scheme is present on fig. 3. Modelling was carried out in MATLAB.


Fig. 3. The algorithm scheme of modelling researches

The offered control method of PCF positioning has been experimentally investigated on research technology equipment. Researches were executed on the strategy, which is similar to modeling on PC, with use of the measuring set-up realizing a near field technique. Sensitivity and accuracy of method under experimental researches was check by means of standards displacing the images on the given value $\rho$, controlled by the qualify meter of small displacement "Mi-cron-02".

Experimental researches on the automated equipment of Fujikura optical fibers splicing have been spent for research of autoconvolution method application in the set-up realizing transversal fiber sounding (fig.4).

Making PCF initial distribution of optical field at transversal illumination to the fiber axes (see fig. 2 ) and its autoconvolution are represented on fig. 5. It is necessary to notice, that autoconvolution maximum locate on distance of the doubled coordinates in comparison with a starting axes position.

As it was already noted, PCF have concerning the axis a symmetric structure. However, generated by them optical fields at influence of various factors can be characterized by essential asymmetry of distribution. To these factors the light sources nonuniformity, defects of the form and surfaces, presence of pollution on control objects and optical elements, nonuniformity of CCD-matrix sensitivity and charge carrying concern.


Fig. 4. The experimental set-up scheme on the basis of the Fujikura optical fibers splicing for research of a autoconvolution method at cross-section PCF sounding

Instead of the staff technical vision system was used CCD-camera, analog-digital converter, interfacing scheme and personal computer. Experimental equipment also contains in the structure a microscope with fiber fastening and moving module, a light source - semiconductor infrared laser. As moving devices were used staff micrometric positioners in a hand control mode. Movement of fibers Vgroove clamper were check by the qualify displacement inductive meter "Micron-02" with a moving measurement error of 0.02 microns. The photonic-crystal fiber with a quartz core was used as control object.

The researches technique consisted in formation of PCF image shift in a CCD-camera plane, registration of optical field intensity, its transformation to the digital form and processing on the algorithm described above. Real displacement varied from 0 to 5 microns.

The measurement error of core centre coordinates by autoconvolution technique does not exceed one element of image. Last, as it was noted, defined by coordinate grid of system of microscope - CCD-matrix (for used experimental set-up at microscope magnification $300^{\times}$corresponds to 0.1 microns).


Fig. 5. 1D PCF optical intensity distribution and its autoconvolution
Researches have shown, that in spite of enumerate influences, proposed technique has high noiseproof factor and much higher accuracy in contrast with the integral method. Last it will be obvious to displace coordinates of a fiber axis in area of values with greater intensity that inevitably leads
to the roughest errors reaching of several tens of image elements.

Researches results of offered method accuracy are shown in the table. The parameter «Displacement of initial field» is presented by results of measurement by standard device "Micron-02". From the table analysis it is visible, that an error for the real fields generated by control objects, does not exceed two elements of the image that correspond to size less than 0.2 microns. Taking into account the given size and positioning accuracy at designing of measuring system should get out quantity of discretization elements within duration of a useful signal and possible diapasons of its displacement.

On fig. 6 3D pattern of image intensity distribution and its autoconvolution are resulted. Apparently from image to determine the maximum corresponding to fibers axes does not represent complexity.


Fig. 6. 3D pattern of the measured field distribution and its autoconvolution

Result of the given method application is two arrays - a matrix of the axis centre $\mathrm{X}_{\mathrm{c}}$ (a matrix in which the elements corresponding to core axis, are equal «1», the others - «0») the dimension $[i \times j]$ coinciding with dimension by an initial matrix of image intensity codes,

$$
\begin{align*}
& \left\{\begin{array}{l}
x_{c}(i, j)=1 \quad \text { при } \quad \operatorname{conv}(i, j)=\max \\
x_{c}(i, j)=0 \quad \text { при } \quad \operatorname{conv}(i, j) \neq \max
\end{array},\right. \\
& \mathrm{X}=\left[\mathrm{X}_{\mathrm{c}, \mathrm{j}}\right]=\left(\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \tag{10}
\end{align*}
$$

TABLE

| Parameter | PCF | PCF position <br> at splising |
| :--- | :---: | :---: |
| Displacement of initial field, $\mu \mathrm{m}$ | 12.6 | 10.25 |
| Displacement of autoconvolution (in elements of <br> image) | 251 | 202 |
| Displacement of autoconvolution, $\mu \mathrm{m}$ | 25.1 | 20.2 |
| Calculation PCF displacement, $\mu \mathrm{m}$ | 12.55 | 10.1 |
| Absolute error, $\mu \mathrm{m}$ | -0.05 | -0.15 |
| Relative error, $\%$ | -0.4 | -1.5 |

and a vector dimension of sections quantity $\mathrm{C}[\mathrm{j}]$, which elements have the values equal to numbers of lines $i$, in which are observed maximum autoconvolution

$$
C=[m(i, j)]=\left[\begin{array}{llllllll}
5 & 5 & 5 & 0 & 4 & 4 & 4 & 4 \tag{11}
\end{array}\right] .
$$

On fig. 7 present the result of autoconvolution technique application to the measured image.


Fig.7. PCF core line restored by an autoconvolution technique

## IV. CONCLUSION

In the report, the control method of photonic-crystal fibers positioning was developed based on the analysis of the measured distribution of optical field intensity and calculation of autoconvolution its discrete values. Method possibilities been investigated by modelling on the PC. Shown,
that there is obviously expressed and unequivocally defined autoconvolution maximum even in the presence of considerable measurement errors of field amplitude. Therefore, the given method possesses high noiseproof factor and much higher accuracy in comparison, for example, with an integrated method at which coordinates of fiber axis strongly depend on the amplitude distribution form that leads to the roughest errors reaching the several tens elements of the image.
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# Features of Decision Support's Program at Choice of Tests Optimized Sequence for Semiconductors Memory Diagnosing 

Ryabtsev V.G, Almadi M.K.


#### Abstract

- a method, which allows decreasing calculations works labour intensiveness at the choice of paret-optimum tests for semiconductors storage devices diagnosing is offered. This method is realized in the program Optimal-test, which allows decreasing the duration of memory's microcircuits testing without worsening of their quality.


Index Terms - diagnosing, microcircuit, memory, test.

## I. Introduction

At mastering mass-produced storages devices it is necessary to choose a control-diagnostic equipment and set of effective tests to include them in the program of tests. Acquisition of control-diagnostic facilities is carried out on the basis of analysis of technical descriptions and determination of their conforming to produced requirements. First task behave to the cleanly technical tasks, its decision does not require considerable efforts. Considerable difficulties arise up at the choice of effective diagnostic tests and modes task of tests of semiconductor memory's wares [1-3].

For providing of the production plan fulfilling and issue of high quality wares, it is necessary to apply the optimized sequence of tests, which provide achieving high efficiency of diagnosing at the limited resources of productions of time and equipment. For providing of operative adjustment of the program of tests a programmatic facilities development of decision-making support is required.

To improve the wares quality it is necessary to multiply the duration of the test diagnosing, that will multiply the cost of wares and diminishes the Sales Quantity, and the circle of causal-effective connections is locked. Every firm decides independently, what time of the test diagnosing will be for it optimum and will allow to attain the set quality of wares.

Providing of possible economic level of memory's microcircuit and modules diagnosing of memory is one of tasks, which must be decided by managers of technical quality control departments of firms of designing, making and exploiting facilities of the computing engineering,

[^10]which are intended for the informative and control systems construction.

For diminishing of labour intensiveness of solving of this task, a special methods, algorithms and programs development is needed, which allow to use wide possibilities of the modern computing engineering for sorting of data array, describing a priori properties of the applied tests.

In the known algorithms of data sorting the arrays of integer or real numbers are processed and a new wellorganized by ascending array of numbers is formed as a result [4]. However these algorithms after implementation of sorting operation do not allow identifying property, which objects estimate well-organized cells of got array.

The purpose of this paper is development of algorithm and method of choice of the optimized set of tests, providing combination of high efficiency with the possible economic level of memory's microcircuit and modules diagnosing of memory.

## II. MATHEMATICAL MODEL AND SOLVING OF RESEARCH TASK

At the choice of the tests optimized sequence for memory's microcircuits and modules diagnosing, it is necessary to take into account, that their diagnostic properties are unclear certain, and tests are offered, which their detailed algorithmic description is not expounded even. In the conditions of presence of a priori unclear information about diagnostic properties of tests it is expedient to apply the method of choice of paret-optimum tests, in which criterion of tests quality determined by skilled specialists in area of semiconductors storages devices diagnosing.

The most essential criterion for the estimation of tests properties is their ability to find out most widely showing up refusals of memory's cells, decoders of address, reading amplifiers of charges renewal charts in memorizing condensers and other.

These properties of tests are estimated by probabilities of finding out the refusals of the set types and measured by real numbers in a range from 0 to 1 and therefore they compared easily.

The vector of comparison $S_{i}^{\vartheta \mu}$ of tests properties $\vartheta$ and $\mu$ on probably of finding out the refusal of $i$-type is determined by the following expression:

$$
\begin{aligned}
& S_{i}^{\vartheta \mu}=1, \text { if } q_{i_{i}}^{\vartheta}>q_{i_{i}}^{\mu} \\
& S_{i}^{\vartheta \mu}=0, \text { if } q_{i_{i}}^{\vartheta}=q_{i_{i}}^{\mu} \\
& S_{i}^{\vartheta \mu}=-1, \text { if } q_{i_{i}}^{\vartheta}<q_{i_{i}}^{\mu}
\end{aligned}
$$

where $q_{i_{i}}^{\mu}, q_{i_{i}}^{\vartheta}$ - probabilities of finding out the refusals of $i$ type of tests $\vartheta$ and $\mu$ accordingly.

For every criterion it is possible to get its mean value by the formula: $E_{\text {mid }}^{j}=\sum_{\mathrm{i}=1}^{\mathrm{n}} E_{i j} / n$

Then the rationed value of estimation $C_{i j}$ of properties of i- test on finding out the malfunction of j-type it is possible to get through this expression:

$$
\begin{aligned}
& C_{i j}=1, \text { if } E_{\mathrm{ij}}>E_{m i d}^{j} \\
& C_{i j}=0, \text { if } E_{\mathrm{ij}}=E_{m i d}^{j} \\
& C_{i j}=-1, \text { if } E_{\mathrm{ij}}<E_{m i d}^{j}
\end{aligned}
$$

An important factor is also time of tests implementation, which can depending on complication of test be measured in microseconds, hours and even to achieve astronomical values. Logically, that tests of which duration do not accord the economic feasibilities of production or exploitation conditions $t_{j}>t_{\max }$, it is necessary to exclude from the examined great number.

For the remaining group, it is necessary to ration the value of parameter testing time and for every test to get the vector of estimation of properties on execution time in according to expression: $S_{t}^{j}=\left(\sum_{j=1}^{n} t_{j} / n\right) / t_{j}$, where $S_{t}^{j}$ - estimation of properties of $j$-type test at implementations times; $n$ - Number of tests; $t_{j}$ - time of implementation of $j$-test.

Estimations for $m$ criteria and $n$ tests are presented in table. 1.

TABLE 1
ESTIMATIONS FOR TESTS PROPERTIES

| Estimations for criteria's |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | $\cdots$ | m |
|  | $S_{11}$ | $S_{l 2}$ | $S_{13}$ | $\ldots$ | $S_{l m}$ |
|  | $S_{12}$ | $S_{22}$ | $S_{23}$ | $\ldots$ | $S_{2 m}$ |
|  |  | $\ldots$ |  |  |  |
|  | $S_{n 1}$ | $S_{n 2}$ | $S_{n 3}$ | $\cdots$ | $S_{n m}$ |

Generalized estimation $S_{s u m}^{i}$ for every test it is possible to get by the formula: $S_{s u m}^{i}=\sum_{j=1}^{m} s_{i j}$.

Thus, the task of choice of the optimized tests set is taken to ranging of tests, or to the sorting by their generalized estimations ascending.

## III. FEATURES OF THE PROGRAM OF THE OPTIMIZED TESTS SEQUENCE CHOICE

For the programming realization of researched task it is suggested to use the determined by the user structured information with the following kind:

```
Typedef struct
{
    Int Estimation;
    Int Number;
    Char Name [12];
} DATA;
```

As input data to the computer's memory the array of the structured data, containing probabilities of exposure of refusals and tests names, is added.

For sorting of data array it is suggested to use the algorithm of "bubble", where records with the"easy" values of the key field emerge upwards like a bubble. With the purpose of diminishing of steps of algorithm a special flag, allowed comparison of array cells, is entered, and in the beginning this value of this flag will be one.

After activation of comparison operation of a flag with a value zero, and then in pairs compare array cells: first with the second, second with the third and etc, simultaneously assort them. If transposition of elements was carried out, a value is again the flag appropriates a value one and a new cycle of elements sorting begins. If a flag was not set in the one state, it means that there is nothing to assort and a process is stopped.

## IV. PRACTICAL RESULTS OF RESEARCH

Diagnostic experiments were executed at two different values of power supply tension: high tension (HVcc) and low tension (LVcc). At HVcc in 1545 microcircuits were discovered disrepairs, from them 1343 microcircuits the defects were detected by all tests and only in 202 microcircuits the defects were discovered only by one or a few tests [5].

For implementation of diagnostic experiments the tests were used, of which execution time for the memory's microcircuits of different capacity is resulted in tabll.

Probabilities of finding out refusals in the microcircuits of memory through the sets of tests of consisting of combinations from two tests calculated on formulas:

$$
\forall i, i=\overline{1, n}, q_{i}=\frac{m_{i}}{m_{s}}, \forall i, j=\overline{1, n}, i \neq j, q_{i j}=\frac{m_{i} \cup m_{j}}{m_{s}},
$$

where $m_{i}, m_{j}-\quad$ an amount of microcircuits, discovered by the tests of $i, j$ accordingly; $m_{s}$ - common amount of defective microcircuits.

Implementation time of the most widespread tests is resulted in table. 2. Time of implementation of different tests can be measured by seconds and can achieve a few days even.
If not to apply measures on optimization of tests set, so the time of arbitrary sequence of tests performance can reach great values and thus the cost of memory's microcircuits will grow sharply.

TABLE 2
Implementation time of examined tests

| № | Test Name | Formula | Time while tc $=5 \mathrm{nsec}$ and memory's capacity Mb , sec |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1 | 4 | 16 | 64 | 256 |
| 1 | WalkRow | $8 \mathrm{n}+2 \mathrm{nC}$ | 10.779 | 86.067 | 687.866 | 5500 | 43990 |
| 2 | WalkColumn | $8 \mathrm{n}+2 \mathrm{nR}$ | 10.779 | 86.067 | 687.866 | 5500 | 43990 |
| 3 | GalRow | $6 \mathrm{n}+4 \mathrm{nC}$ | 21.508 | 171.925 | 1375 | 11000 | 87970 |
| 4 | GalColumn | $6 \mathrm{n}+4 \mathrm{nR}$ | 21.506 | 171.925 | 1375 | 11000 | 87970 |
| 5 | Hammer | 49n | 0.257 | 1.028 | 4.11 | 16.442 | 65.767 |
| 6 | March SL | 41 n | 0.215 | 0.86 | 3.439 | 13.757 | 55.029 |
| 7 | March RAW | $26 n$ | 0.136 | 0.545 | 2.181 | 8.724 | 34.897 |
| 8 | March SS | 22 n | 0.115 | 0.461 | 1.845 | 7.382 | 29.528 |
| 9 | March G | $23 n$ | 0.121 | 0.482 | 1.929 | 7.718 | 30.87 |
| 10 | March SR | 14 n | 0.073 | 0.294 | 1.174 | 4.698 | 18.79 |
| 11 | PMOVI | $13 n$ | 0.068 | 0.273 | 1.091 | 4.362 | 17.448 |
| 12 | March C | 10n | 0.052 | 0.21 | 0.839 | 3.355 | 13.422 |
| 13 | MATS++ | 6 n | 0.031 | 0.126 | 0.503 | 2.013 | 8.053 |
| 14 | MATS + | 5n | 0.026 | 0.105 | 0.419 | 1.678 | 6.711 |
| 15 | Scan | 4 n | 0.021 | 0.084 | 0.336 | 1.342 | 5.369 |

Results of choice of Paret-optimum sequence of tests, got on the offered algorithm, at HVcc resulted on a fig. 1.


Fig. 1. Paret-optimum sequence of tests at HVcc
By results of experimental researches it is established, that 6 tests from the optimized set find out all defects of the given microcircuits, therefore the application of other tests is inexpedient.

The graphs of change duration of memory's microcircuits diagnosing are with a capacity 4 Mb at time of access cycle, equal 5 nsec at HVcc for the arbitrary sequence of tests and optimized sequence resulted on a fig. 2.

Implementation of 6 tests time from an arbitrary set of tests is $345,675 \mathrm{sec}$ and for 6 tests from the optimized sequence - only $3,586 \mathrm{sec}$.
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Fig. 2. Duration of diagnosing for the different sets of tests: Row 1 - for the arbitrary sequence of tests; Row 2 - for the optimized sequence

The histogram of duration of diagnosing for 6 tests from different sets is resulted on a fig. 3.

Time, Sec


Fig. 3. Duration of diagnosing for different sets from 6 tests: Column 1 - for the arbitrary sequence of tests; Column 2 - for the optimized sequence; Column 3 - economy of time.

As a result of analysis of this histogram, it is possible to do a conclusion, that the economy of time at application of the optimized set of tests makes $342,089 \mathrm{sec}$.

The results of choice of Paret-optimum sequence of tests at LVcc are resulted on a fig. 4.


Fig. 4. Paret-optimum sequence of tests at LVcc
The graphs of change duration of memory's microcircuits diagnosing are with a capacity 4 Mb at time of access cycle, equal 5 nsec at LVcc for the arbitrary sequence of tests and optimized sequence resulted on a fig. 5 .
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Fig. 5. Duration of diagnosing for the different sets of tests:
Row 1 - for the arbitrary sequence of tests; Row 2 - for the optimized sequence

The obtained results show that for the different values of tensions of power supplies it is necessary to apply the different sets of tests, providing most economic expenses on conducting of the test diagnosing.

For two combinations of power supply tension: HVcc and LVcc time of diagnosing through 6 tests for the arbitrary sequence of tests is $691,35 \mathrm{sec}$ (see fig. 6), and for the optimized sequence of tests only $349,701 \mathrm{sec}$. Thus, the economy of time due of use of Optimal-test program is about $50 \%$.
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Fig. 6. Histogram of duration of tests:
First column - execution time of 6 tests from an un optimized set, Second - execution time of 6 tests from an optimized set, Third - economy of time

## V. Conclusion

The offered method and program allow decreasing labour intensiveness of calculations works at the choice of Paretoptimum tests for diagnosing of semiconductors storages devices. Application of the program Optimal-test will allow reducing expenses on implementation of the test diagnosing of storage devices and decrease their prime price.
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#### Abstract

Innovative testable design technologies of hardware and software, which oriented on making graph models of SoC components for effective test development and SoC component verification, are considered. A novel approach to evaluation of hardware and software testability, represented in the form of register transfer graph, is proposed. Instances of making of software graph models for their subsequent testing and diagnosis are shown.


Index Terms - Infrastructure Intellectual Property, Register Transfer Graph, System-on-a-Chip, Testing.

## I. Hardware-software testability

ADAPTATION of testing and verification methods of digital systems can bring in big financial and time dividends, when using for testable design and diagnosis of software. Consideration of the following questions can be interesting: 1. Classification of key uses of SoC testable design technologies in software testing and verification problems. 2. Universal model of hardware and software component in the form of directed register transfer and control graph, on which the testable design, test synthesis and analysis problems can be solved. 3. Metrics of testability (controllability and observability) evaluation for hardware and software by the graph register transfer and control model.
The silicon chip that is basis of computers and communicators development has to be considered as the initiate kernel of new testing and verification technologies appearance in software and computer engineering. A chip is used as test area for new facilities and methods creation and testing for component routing, placement, synthesis and analysis. Technological solutions, tested by time in microelectronics, then are captured and implemented into macroelectronics (computer systems and networks). Here

[^11]are some of artifacts, relating to the continuity of technological innovations development:

1. The Boundary Scan Standards [1] for board and chip levels result in the assertion technique appearance for software testing and verification. 2. The testability analysis facilities [2] (controllability and observability) of digital structures can be adapted to the evaluation of software code to detect critical statements and then to improve software relative to the testability criteria. 3 . The covering analysis technologies [3] for given faults by test patterns have to be used for making of the fault covering table of software to estimate the test validity and to diagnose. 4. The ThatteAbraham [4] and Sharshunov [5] graph register transfer models have to be used for software testing that is reduced to more technological form by structural-logical analysis. 5. Partition of an automaton on control [2] and operating parts is used for reduction of software verification on basis of preliminary synthesis of control and data transfer graphs. 6. Lifecycle curve for hardware [6] represents time stages of yield change at creation, replication and maintenance of software. 7. Platform-based electronic system-level design [7] by using of existent chip sets and GUI-based is isomorphic to the object-oriented programming technology on basis of created libraries. Application of the Electronic System Level Technology in the programming enables to use finished software functional components from basic libraries to create new software. In this case the main design procedure is mapping, oriented on covering of specification functions by existent components, at that new code is nothing more than $10 \%$ of a project. 8 . The testbench notion [8] that is used for hardware testing and verification by means of HDL-compilers appears in software, realized on C++ language level and higher. 9. Platform-based testbench synthesis [7] by using the existent test libraries (ALINT) for components - standardized GUI-based F-IP SoC functionalities. It has to be used for software test generation on basis of developed libraries of the leading companies. 10. Standard solutions of F-IP in the framework of I-IP [9] can be used for embedded software component testing including faulty software module repair. 11. Twodimensionality assurance in a structure of interconnected functional components (IP-cores) of developed software is based on use of multicore architectures for technological paralleling of computational processes [10] that is quite urgent in the conditions of technological revolution, proposed Intel. 12. Creation of address space for SoC functionalities, which are realized as hardware or software,
gives a digital system the marvelous self-repair feature by means of I-IP for hardware and software components. An instance of it is robust multicore version of hardware. At that a faulty addressable component can be replaced by other one (faultless) in the process of operation. Addressability has to be used when creation of critical software, in which availability of addressable diversion (multiversion) components gives a software system an opportunity to replace components at fault appearance. 13. The technological problem of offline on-chip self-testing, self-diagnosis and self-repair by using external facilities (or without them), which are solved by all leading companies, is quite interesting. To solve the problem the modern wireless and Internet technologies of distant service are applied. Disadvantage of these technologies is opportunity of remote unauthorized access to a chip that can result in unwanted destructive consequences and digital system failure. Though, the specific character of digital system-on-a-chip is the marvelous ability to remove faults distantly due to chip connection with outer space by means of Internet or wi-fi, wi-max, bluetooth technologies, which are realized on a chip. Distance correction of software errors is possible due to utilization of SoC memory (which occupies up to $94 \%$ of chip area) for software storage. In a case of error detection new faultless code can be saved to this memory. Distance correction of hardware errors is possible due to utilization of Erasable Programmable Logic Device (EPLD), where new faultless bit stream can be saved in a case of fault detection; actually thereby new hardware is created by means of chip reprogramming.

Approximation and interpenetration of technologies result in isomorphic design, testing and verification methods in relation to software and hardware complexes that in essence are natural process of progressive concept assimilation. The most important characteristics of product lifecycle (time-to-market and yield) become commensurable by time and production volume and this fact favours the tendency above. The hardware lifecycle curve, shown in Fig. 1, to within the isomorphism represents time software stages: design, production rampup, fabrication improvement and maintenance.


Fig. 1. Lifecycle curve of hardware-software complex
In the context of lifecycle there are two urgent problems relating to a curve lifting ordinate-direction and a curve compression time-direction that means time-to-market reduction. Here yield rise takes place on all stages: design because of design errors recovery, production ramp up -
correction of code, implemented to SoC memory, volume because of service pack release, which correct errors by means of distribution by Internet or satellites.

The research aim is to show development directions of effective testable design models and methods for software to raise yield by adaptation of hardware design technologies and reduction of software structures to the existent standards and patterns of testing and verification. The research problems: 1) Development of a software model for testable design and verification; 2) Development of software testing and diagnosis technologies on basis of the register models of operational and control software parts.

## II. SoC software testing technologies

The standard IEEE 1500 SECT [1] has to be considered as effective component of SoC Infrastructure Intellectual Property. The main its destination is testing of all F-IP functionalities and galvanic connections between them. Next step in evolution of the standard for the purpose of repairable chip creation is development of I-IP components with SoC diagnosis and repair service functions; last ones in the aggregate with a testing module are market attractive: $\mathrm{I}=\{\mathrm{T}, \mathrm{D}, \mathrm{R}\}$. The diagnosis and repair procedures are not regulated by the testable design standards because of the complexity and ambiguity of a universal solution of this problem for various types of computers. For irregular or unique structures solutions of all three problems are based on a priori redundancy - diversification of component functionalities, which make up SoC. At that rate only it can to say about on-chip repair of a fail element. Concerning regular structures, which have underlying redundancy, such as multi- and matrix processors, one of solution variants can be a controller structure that combines realization of all functions above by means of the Boundary Scan Standard:

$$
\begin{aligned}
& I=\{T, F, S, D, R\}, T=\left\{T^{1}, T^{2}, \ldots, T^{i}, \ldots, T^{n}\right\} ; \\
& F=\left\{F^{1}, F^{2}, \ldots, F^{i}, \ldots, F^{n}\right\} ; \\
& S=\left\{S^{1}, S^{2}, \ldots, S^{i}, \ldots, S^{n}\right\} ; D=f(T, F, S)=F^{D} \in F ; \\
& R=g(D, F)=\left(F^{R} \subseteq F\right) \&\left(F^{R} \cup F^{D}=F\right)
\end{aligned}
$$

Here the first three identifiers of a model are tests for functionalities; components, which represent functions; and boundary scan register cells for identification of functionalities' technical state. Other two ones are represented by functions for SoC diagnosis and repair realization. The first function (D) defines a faulty components set that is computed on basis of the output response vector S and a test, covered all functional faults; it is entered in the form of fault detection table (FDT). Second function (R) formulates the rules of component power reduction by removal of fault elements from addressing and forming of new faultless subset F-IP SoC to use according to its intended purpose.

A question about location of a test and functionality verification analyzer is not problematical. If the matter is unique components they should be connected with service I-IP components no dispersal on a chip area. In a case of the
regular matrix structure tests for all cells are the same, so it has to be used for all components; also a single test, diagnosis and repair analyzer has to be in a structure.

A question about computer resource relocation after a faulty cell detection is interesting. If there are additional spares for repair, the problem comes to the optimal replacement of faulty memory cells by spare rows and columns. In other case there are other system repair models, which depends on a multiprocessor representation form. The linear or one-dimensional addressing form defines consistency of input variables $n$ of a decoder and addressable components, which are connected among themselves by relation: $|\mathrm{A}|=2^{\mathrm{n}}$. The matrix representation of a multiprocessor specifies two-dimensional component addressing that is oriented on pipelining technologically. In both cases decoding of a cell number by its address is carried out. So, for the purpose of a faulty component address change on a faultless one it is necessary to modify a decoder structure. This problem is strictly technical and its solution comes to the masking of faulty component addresses. Other solution is related to availability of spares in a processor structure. In given case the problem can be reduced to the replacement of one or several faulty processors by faultless elements from the spare. The optimal solution of the problem has considered for a case, when there are several faulty cells in a memory matrix. The problem becomes more complex if digital system functionality has parallelized yet on existent processor matrix $P=P_{i j},|P|=m \times n$, which has faulty elements, and it is necessary to reallocate a set of faultless cells $|\mathrm{P} *| \leq|\mathrm{P}|$ to obtain the quasioptimal covering of functional subproblems by a subset of faultless processors.

Development of software formal model, to which CAD and EDA technologies can be applied, to use the formal methods of test synthesis, evaluation of fault covering, determination of testability (controllability and observability) for subsequent modernization of software structure is quite urgent. To solve this problem the automaton model cab be used:

$$
\left\{\begin{array}{l}
\mathrm{M}=\left(\mathrm{M}^{\mathrm{OA}}, \mathrm{M}^{\mathrm{CA}}\right), \mathrm{M}^{\mathrm{OA}}=\left\{\overrightarrow{\mathrm{X}}^{\mathrm{O}}, \mathrm{Y}^{\mathrm{C}}, \mathrm{Y}^{\mathrm{O}}, \overrightarrow{\mathrm{Z}}^{\mathrm{O}}\right\} \\
\mathrm{M}^{\mathrm{CA}}=\left\{\mathrm{X}^{\mathrm{C}}, \mathrm{Y}^{\mathrm{O}}, \mathrm{Y}^{\mathrm{C}}, \mathrm{Z}^{\mathrm{C}}\right\} \\
\overrightarrow{\mathrm{Z}}^{\mathrm{O}}=\mathrm{f}^{\mathrm{O}}\left(\overrightarrow{\mathrm{X}}^{\mathrm{O}}, \mathrm{Y}^{\mathrm{C}}\right) ; \mathrm{Y}^{\mathrm{O}}=\mathrm{g}^{\mathrm{O}}\left(\overrightarrow{\mathrm{X}}^{\mathrm{O}}, \mathrm{Y}^{\mathrm{C}}\right) ; \mathrm{Z} \\
\mathrm{C}=\mathrm{f}^{\mathrm{C}}\left(\mathrm{X}^{\mathrm{C}}, \mathrm{Y}^{\mathrm{O}}\right) ; \mathrm{Y}^{\mathrm{C}}=\mathrm{g}^{\mathrm{C}}\left(\mathrm{X}^{\mathrm{C}}, \mathrm{Y}^{\mathrm{O}}\right)
\end{array}\right.
$$

Where $\overrightarrow{\mathrm{X}}^{\mathrm{O}}, \overrightarrow{\mathrm{Z}}^{\mathrm{O}}$ are vectors or register input and output variables; $\mathrm{Y}^{\mathrm{C}}, \mathrm{Y}^{\mathrm{O}}, \mathrm{Z}^{\mathrm{C}}$ are signals of operation control (initialization), announcing signals, and monitoring signals of a control automaton respectively; $\mathrm{f}^{\mathrm{O}}, \mathrm{g}^{\mathrm{O}}\left(\mathrm{f}^{\mathrm{C}}, \mathrm{g}^{\mathrm{C}}\right)$ are functions, which determine relations between interface signals in an operational and control automata.

But the automaton model above $\mathrm{M}=\left(\mathrm{M}^{\mathrm{OA}}, \mathrm{M}^{\mathrm{CA}}\right)$ is not technological for a developer at solution of practical
problems of testable design. Processor (software)-based modification of one is proposed; it consists of two graphs with directed ribs:

$$
\left\{\begin{array}{l}
\mathrm{M}=\left(\mathrm{M}^{\mathrm{OR}}, \mathrm{M}^{\mathrm{CG}}\right), \mathrm{M}^{\mathrm{OR}}=\{\mathrm{R}, \mathrm{I}\} \\
\mathrm{R}=\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \ldots, \mathrm{R}_{\mathrm{i}}, \ldots, \mathrm{R}_{\mathrm{n}}\right\}, \mathrm{I}=\left\{\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{\mathrm{j}}, \ldots, \mathrm{I}_{\mathrm{m}}\right\} \\
\mathrm{R}_{\mathrm{i}}=\mathrm{f}\left(\mathrm{R}_{\mathrm{k}}, \mathrm{I}_{\mathrm{j}}\right) ; \mathrm{M}^{\mathrm{CG}}=\{\mathrm{S}, \mathrm{E}\} ; \\
\mathrm{S}=\left\{\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots, \mathrm{~S}_{\mathrm{i}}, \ldots, \mathrm{~S}_{\mathrm{p}}\right\}, \mathrm{E}=\left\{\mathrm{E}_{1}, \mathrm{E}_{2}, \ldots, \mathrm{E}_{\mathrm{j}}, \ldots, \mathrm{E}_{\mathrm{q}}\right\} \\
\mathrm{S}_{\mathrm{i}}=\mathrm{f}\left(\mathrm{~S}_{\mathrm{k}}, \mathrm{E}_{\mathrm{j}}\right)
\end{array}\right.
$$

Here $\mathrm{M}^{\mathrm{OR}}$ is Sharshunov register transfer graph [5] with a set of points R , which describes all memory components (registers, flip-flops, counters, memory, input and output buses) used in a program, and a set of ribs, which are marked by instructions I and activate information transfer between points. Expression $R_{i}=f\left(R_{k}, I_{j}\right)$ defines functional dependence between adjacent points $\mathrm{R}_{\mathrm{i}} \rightarrow \mathrm{R}_{\mathrm{k}}$, which are connected by means of operation $I_{j} \in I$. Component $\mathrm{M}^{\mathrm{CG}}$ is conceptual graph of a control automaton that is defined on a point set S , which are connected by directed ribs E , marked by transition conditions. Expression $\mathrm{S}_{\mathrm{i}}=\mathrm{f}\left(\mathrm{S}_{\mathrm{k},}, \mathrm{E}_{\mathrm{j}}\right)$ defines functional dependence between adjacent points $\mathrm{S}_{\mathrm{i}} \rightarrow \mathrm{S}_{\mathrm{k}}$ of a control graph, which are connected to realize jump $E_{j} \in E$.

Instances of register transfer and control graphs are shown in Fig. 2 and 3 respectively.


Fig. 2. Register transfer graph


Fig. 3. Control automaton graph
Advantages of graph models are not only in structure representation of functionals interaction, but applicability of testability analysis methods, because directed graph models have explicit information flow directions, input and output points. On the basis of the testability evaluation experience for digital systems the following metrics of controllability
and observability analysis for the graph structures above can be proposed:

$$
\begin{aligned}
& \mathrm{G}=\{\mathrm{R}, \mathrm{I}\} ; \mathrm{R}=\left\{\mathrm{R}_{1}, \mathrm{R}_{2}, \ldots, \mathrm{R}_{\mathrm{n}}\right\}, \mathrm{I}=\left\{\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{\mathrm{m}}\right\} ; \\
& \mathrm{I}_{\mathrm{ij}} \in \mathrm{I}_{\mathrm{i}} \approx\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right) ; \\
& \mathrm{C}\left(\mathrm{R}_{\mathrm{q}}\right)=\frac{1}{\mathrm{k}} \times \sum_{\mathrm{i}=1}^{\mathrm{k}}\left[\left.\frac{1}{\mathrm{~m}} \times\left.\right|_{\mathrm{j}} \mathrm{I}_{\mathrm{ij}} \in\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right) \right\rvert\, \times \mathrm{C}\left(\mathrm{R}_{\mathrm{p}}\right)\right] ; \\
& \mathrm{O}\left(\mathrm{R}_{\mathrm{p}}\right)=\frac{1}{\mathrm{k}} \times \sum_{\mathrm{i}=1}^{\mathrm{k}}\left[\frac{1}{\mathrm{~m}} \times\left|\bigcup_{\mathrm{j}} \mathrm{I}_{\mathrm{ij}} \in\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right)\right| \times \mathrm{O}\left(\mathrm{R}_{\mathrm{q}}\right)\right] ; \\
& \mathrm{C}\left(\mathrm{R}_{\mathrm{x}}\right)=1 ; \mathrm{O}\left(\mathrm{R}_{\mathrm{y}}\right)=1 .
\end{aligned}
$$

Here a software (hardware) module model is represented by the graph $G=\{R, I\}$ that consists of points (registers) and ribs (instructions). Every graph rib is marked not less one operation $\mathrm{I}_{\mathrm{ij}} \in \mathrm{I}_{\mathrm{i}} \approx\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right)$ that forms a command subset, attached to the rib $\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right)$. The controllability criterion for the point $\mathrm{C}\left(\mathrm{R}_{\mathrm{q}}\right)$ depends on the controllability of previous point $C\left(R_{p}\right)$ and reduced additive power of a command set

$$
\frac{1}{\mathrm{k}} \times \sum_{\mathrm{i}=1}^{\mathrm{k}}\left[\frac{1}{\mathrm{~m}} \times\left|\bigcup_{\mathrm{j}} \mathrm{I}_{\mathrm{ij}} \in\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right)\right|\right]=\frac{1}{\mathrm{k}} \times \sum_{\mathrm{i}=1}^{\mathrm{k}}\left[\frac{1}{\mathrm{~m}} \times \mathrm{d}\right]=\frac{1}{\mathrm{k}} \times \sum_{\mathrm{i}=1}^{\mathrm{k}}\left[\frac{\mathrm{~d}}{\mathrm{~m}}\right],
$$

which activate $k$ ribs, attached to the given point $C\left(R_{q}\right)$. Here every rib contains $d$ operations ( $m$ - the total command quantity), which initiate information transfer to $\left(\mathrm{R}_{\mathrm{p}} \mathrm{R}_{\mathrm{q}}\right)$. On the analogy the observability evaluation criterion $C\left(R_{p}\right)$ based on analysis of points-successors and ribs, outgoing from $\mathrm{C}\left(\mathrm{R}_{\mathrm{p}}\right)$, is formed. The advantage of the proposed models and criteria of controllability and observability evaluation is their universality, based on realization of direct and inverse implication on a graph, as well as their invariance concerning the testable analysis and test synthesis for software and hardware components. Controllability $\mathrm{C}\left(\mathrm{R}_{\mathrm{x}}\right)=1$ of input and observability $\mathrm{O}\left(\mathrm{R}_{\mathrm{y}}\right)=1$ of output graph points is initiated by " 1 " values. As advancement of point analysis to internal lines the values of evaluations above can decrease only.

Thus, the graph points are represented by the following components: input variables, output variables, register variables, ALU block, memory arrays, which are represented in a format of their presentation in a software (hardware) module. Ribs determine an operand (command) set, which transfer (transformation) of information between points. The complete model of a device, represented by the register transfer and control graphs, covers all statements of data transfer and control in a software (hardware) module that is necessary to the synthesis of testable device. At that test synthesis is based on solving of the covering problem of all paths and points in register transfer and control graphs by testbench statements.

The integral evaluation of the point testability in a graph is calculated by formula: $\mathrm{T}\left(\mathrm{R}_{\mathrm{i}}\right)=\mathrm{C}\left(\mathrm{R}_{\mathrm{i}}\right) \times \mathrm{O}\left(\mathrm{R}_{\mathrm{i}}\right)$.

The total graph testability for software (hardware) is computed by expression $\mathrm{T}_{\text {total }}=\frac{1}{\mathrm{n}} \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{T}\left(\mathrm{R}_{\mathrm{i}}\right)$.

For instance, represented by a register transfer graph (Fig. 2), computation of testability is given below. The controllability factors are:

$$
\begin{gathered}
\mathrm{C}(\mathrm{X})=1 ; \\
\mathrm{C}\left(\mathrm{R}_{1}\right)=\mathrm{C}(\mathrm{X}) \times 1 \times \frac{\mathrm{d}}{\mathrm{~m}}=1 \times 1 \times \frac{2}{8}=\frac{2}{8}=0,25 ; \\
\mathrm{C}\left(\mathrm{R}_{2}\right)=\mathrm{C}(\mathrm{X}) \times 1 \times \frac{\mathrm{d}}{\mathrm{~m}}=1 \times 1 \times \frac{2}{8}=\frac{2}{8}=0,25 ; \\
\mathrm{C}\left(\mathrm{R}_{3}\right)=\mathrm{C}(\mathrm{X}) \times 1 \times \frac{\mathrm{d}}{\mathrm{~m}}=1 \times 1 \times \frac{2}{8}=\frac{2}{8}=0,25 ; \\
\mathrm{C}\left(\mathrm{R}_{4}\right)=\left(\left[\mathrm{C}\left(\mathrm{R}_{1}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{R}_{2}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{2}=\frac{1}{16}=0,0625 ; \\
\mathrm{C}\left(\mathrm{R}_{5}\right)=\left(\left[\mathrm{C}\left(\mathrm{R}_{2}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{R}_{3}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{2}=\frac{1}{16}=0,0625 ; \\
\mathrm{C}(\mathrm{Y})=\left(\left[\mathrm{C}\left(\mathrm{R}_{4}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{R}_{5}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{2}=\frac{1}{64}=0,015625 ;
\end{gathered}
$$

The point Y has minimal controllability. Observability computation:

$$
\begin{gathered}
\mathrm{O}(\mathrm{Y})=1 ; \mathrm{O}\left(\mathrm{R}_{4}\right)=\mathrm{O}(\mathrm{Y}) \times \frac{2}{8}=1 \times \frac{2}{8}=0,25 ; \\
\mathrm{O}\left(\mathrm{R}_{5}\right)=\mathrm{O}(\mathrm{Y}) \times \frac{2}{8}=1 \times \frac{2}{8}=0,25 ; \\
\mathrm{O}\left(\mathrm{R}_{3}\right)=\mathrm{O}\left(\mathrm{R}_{5}\right) \times \frac{2}{8}=\frac{1}{4} \times \frac{2}{8}=0,0625 ; \\
\mathrm{O}\left(\mathrm{R}_{1}\right)=\mathrm{O}\left(\mathrm{R}_{4}\right) \times \frac{2}{8}=\frac{1}{4} \times \frac{2}{8}=0,0625 ; \\
\mathrm{O}\left(\mathrm{R}_{2}\right)=\left[\left(\mathrm{O}\left(\mathrm{R}_{4}\right) \times \frac{2}{8}\right)+\left(\mathrm{O}\left(\mathrm{R}_{5}\right) \times \frac{2}{8}\right)\right] / 2=\frac{1}{16}=0,0625 ; \\
\mathrm{O}(\mathrm{X})=\left[\left(\mathrm{O}\left(\mathrm{R}_{1}\right) \times \frac{2}{8}\right)+\left(\mathrm{O}\left(\mathrm{R}_{2}\right) \times \frac{2}{8}\right)+\left(\mathrm{O}\left(\mathrm{R}_{3}\right) \times \frac{2}{8}\right)\right] / 3= \\
=\frac{1}{64}=0,015625 .
\end{gathered}
$$

The point X has minimal observability. Testability computation:

$$
\begin{aligned}
& T(X)=1 \times 0,015625=0,015625 \\
& T\left(R_{1}\right)=0,25 \times 0,0625=0,015625 \\
& T\left(R_{2}\right)=0,25 \times 0,0625=0,015625 ; \\
& T\left(R_{3}\right)=0,25 \times 0,0625=0,015625 ; \\
& T\left(R_{4}\right)=0,0625 \times 0,25=0,015625 ; \\
& T\left(R_{5}\right)=0,0625 \times 0,25=0,015625 ; \\
& T(Y)=0,015625 \times 1=0,015625
\end{aligned}
$$

The total circuit testability $\mathrm{T}_{\text {total }}=0,015625$. Calculation of the testability characteristics for the control automaton graph (Fig. 3) is realized similarly. Determination of the graph controllability:

$$
\begin{aligned}
& \mathrm{C}\left(\mathrm{~S}_{0}\right)=1 ; \\
& \mathrm{C}\left(\mathrm{~S}_{1}\right)=\left(\left[\mathrm{C}\left(\mathrm{~S}_{0}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{~S}_{3}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{2}=\frac{11}{32}=0,34375 ; \\
& \mathrm{C}\left(\mathrm{~S}_{3}\right)=\mathrm{C}\left(\mathrm{~S}_{0}\right) \times 1 \times \frac{\mathrm{d}}{\mathrm{~m}}=1 \times 1 \times \frac{3}{4}=\frac{3}{4}=0,75 ; \\
& \mathrm{C}\left(\mathrm{~S}_{5}\right)=\mathrm{C}\left(\mathrm{~S}_{3}\right) \times 1 \times \frac{\mathrm{d}}{\mathrm{~m}}=\frac{3}{4} \times 1 \times \frac{2}{4}=\frac{6}{16}=0,375 \\
& \mathrm{C}\left(\mathrm{~S}_{4}\right)=\left(\left[\mathrm{C}\left(\mathrm{~S}_{1}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{~S}_{3}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{~S}_{5}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{3}= \\
& =\frac{47}{384}=0,1224 ; \\
& \mathrm{C}\left(\mathrm{~S}_{2}\right)=\left(\left[\mathrm{C}\left(\mathrm{~S}_{1}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]+\left[\mathrm{C}\left(\mathrm{~S}_{4}\right) \times \frac{\mathrm{d}}{\mathrm{~m}}\right]\right) \times \frac{1}{2}= \\
& =\frac{179}{1536}=0,11654 .
\end{aligned}
$$

The point $S_{2}$ has minimal controllability. Observability computation:

$$
\begin{gathered}
\mathrm{O}\left(\mathrm{~S}_{2}\right)=1 ; \mathrm{O}\left(\mathrm{~S}_{4}\right)=\mathrm{O}\left(\mathrm{~S}_{2}\right) \times 1 \times \frac{2}{4}=1 \times 1 \times \frac{2}{4}=0,5 \\
\mathrm{O}\left(\mathrm{~S}_{5}\right)=\mathrm{O}\left(\mathrm{~S}_{4}\right) \times 1 \times \frac{1}{4}=\frac{1}{2} \times 1 \times \frac{1}{4}=\frac{1}{8}=0,125 \\
\mathrm{O}\left(\mathrm{~S}_{3}\right)=\left[\left(\mathrm{O}\left(\mathrm{~S}_{1}\right) \times \frac{1}{4}\right)+\left(\mathrm{O}\left(\mathrm{~S}_{4}\right) \times \frac{1}{4}\right)+\left(\mathrm{O}\left(\mathrm{~S}_{5}\right) \times \frac{2}{4}\right)\right] / 3= \\
=\frac{7}{96}=0,07292 ; \\
\mathrm{O}\left(\mathrm{~S}_{1}\right)=\left[\left(\mathrm{O}\left(\mathrm{~S}_{2}\right) \times \frac{2}{4}\right)+\left(\mathrm{O}\left(\mathrm{~S}_{4}\right) \times \frac{1}{4}\right)\right] / 2=\frac{1}{8}=0,125 \\
\mathrm{O}\left(\mathrm{~S}_{0}\right)=\left[\left(\mathrm{O}\left(\mathrm{~S}_{1}\right) \times \frac{2}{4}\right)+\left(\mathrm{O}\left(\mathrm{~S}_{3}\right) \times \frac{3}{4}\right)\right] / 2=\frac{15}{256}=0,05859375
\end{gathered}
$$

The point $S_{0}$ has minimal observability. Testability computation:

$$
\begin{aligned}
& \mathrm{T}\left(\mathrm{~S}_{0}\right)=1 \times 0,05859375=0,05859375 \\
& \mathrm{~T}\left(\mathrm{~S}_{1}\right)=0,34375 \times 0,125=0,04296875 \\
& \mathrm{~T}\left(\mathrm{~S}_{2}\right)=0,11654 \times 1=0,11654 \\
& \mathrm{~T}\left(\mathrm{~S}_{3}\right)=0,75 \times 0,07292=0,05469 \\
& \mathrm{~T}\left(\mathrm{~S}_{4}\right)=0,1224 \times 0,5=0,0612 \\
& \mathrm{~T}\left(\mathrm{~S}_{5}\right)=0,375 \times 0,125=0,046875
\end{aligned}
$$

The point $\mathrm{S}_{1}$ has the worst testability. The total circuit testability is $\mathrm{T}_{\text {total }}=0,063478$.

Thus, the proposed testability evaluation method has the followings advantages: 1) high effectiveness and universality relative to its use for evaluation of register transfer and control graph testability; 2) possibility to detect bottlenecks in software or hardware to modify a project structure; 3) choice of the best project by comparison of alternative variants testability.

## III. Software diagnosis technology

At development of large size software verification of development project on the correctness of statements is urgent problem. Complex software includes great many branches and verification of software on every logical path
is rather complex problem. A method of faulty statements (errors or faults) searching for software that is based on representation of software algorithm in the form of graph structure for subsequent test generation and fault diagnosis is considered below on an example. Lets it is necessary to verify the software that realizes computation of the following sum of functions:

$$
\begin{gathered}
S=(x)+\omega(x) \\
x=\left\{\begin{array}{cc}
x+3 ; \quad x<2 \\
2 x-3 ; \quad 2 \leq x<12 \\
-3 x+7 ; \quad x \geq 12
\end{array}\right. \\
\omega(x)=\left\{\begin{array}{c}
\sin (x+\pi / 3), x<2 \pi / 3 \\
\sin (\pi \operatorname{in}+2, x \geq 2 \pi / 3
\end{array}\right.
\end{gathered}
$$

One of the possible problem solution variants on $\mathrm{C}++$ language is represented by the following listing:

Listing 3.1.
\#include <iostream>
\#include <math.h>
using namespace std;
int main()
$\{$
const double $\mathrm{Pi}=3.14159$;
double F, w, f, x ;
$\operatorname{cin} \gg x$;
if $(x<2) f=x+3$;
else if $((x>=2) \& \&(x<12)) f=2 * x-3$;
else $\mathrm{f}=-3 * \mathrm{x}+7$;
if $(x<2 . / 3 . * \mathrm{Pi})$
$\mathrm{w}=\sin (\mathrm{x}+\mathrm{Pi} / 3)$;
else $w=\sin \left(\operatorname{Pi}^{*} x\right)+2$;
F=f+w;
cout $\ll \mathrm{F} \ll$ endl;
return 0;
\}
Lets an error takes place in a statement of computational part of software. Instead of the correct statement
else $\mathrm{w}=\sin \left(\mathrm{Pi}^{*} \mathrm{x}\right)+2$;
the following one is written:
else $\mathrm{w}=\sin \left(\mathrm{Pi}^{*} \mathrm{x}\right)-2$;
It is necessary to detect faulty statement in program code by using the testing technology, based on the graph code model. Software diagnosis stages include 4 procedures below.

1. Making of register transfer graph.

Graph ribs are a set of code fragments or separate operations (Fig. 4); graph points are points of information monitoring (registers, variables, memory), which are used for forming of assertions too.


Fig. 4. Register transfer graph

A number of test points in the graph (registers, variables, memory) should be adequate to diagnose of given resolution. Otherwise it is necessary to carry out the analysis of register transfer graph testability for software and to determine the minimal additional quantity of observation lines for forming of assertions, which enable to detect faulty modules with given diagnosis resolution. Every rib (see Fig. 4) is marked by an arithmetic operation set: $\{1\}$ - summation; $\{2\}$ - multiplication; $\{3\}$ subtraction; $\{4\}-$ division; $\{5\}-$ obtainment of trigonometric sine. In a case when there is a branch in a program a number of outgoing ribs from a point is equal to quantity of adjacent sinks that is formed by branch statements in respective part of a program.

Thus, for the code fragment of the instance:
if $(x<2) f=x+3$;
else if $((x>=2) \& \&(x<12)) f=2 * x-3$;
else $\mathrm{f}=-3 * \mathrm{x}+7$;
there are three ribs, outgoing from the point X . Computational results $\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}$, which depend on the variable $X$, are checked in the points $R_{1}, R_{2}, R_{3}$ respectively. In a case of execution of the operation $I_{1}$ the following branch is realized:
if $(\mathrm{x}<2 . / 3 . * \mathrm{Pi}) \mathrm{w}=\sin (\mathrm{x}+\mathrm{Pi} / 3)$;
else $\mathrm{w}=\sin \left(\mathrm{Pi}^{*} \mathrm{x}\right)+2$;
Then the general summation operation for all transactions is carried out regardless of which branch statements had been executed.
$\mathrm{F}=\mathrm{f}+\mathrm{w}$;
The summation operation is executed on various ribs (the objects $\mathrm{I}_{6 \mathrm{~A}}, \mathrm{I}_{6 \mathrm{~B}}, \mathrm{I}_{6 \mathrm{C}}, \mathrm{I}_{6 \mathrm{D}}$ ), but all of them correspond to the same part of the program code. So, faultless execution an operation on a rib eliminates a fault on other three ones. On next stages of software diagnosis these objects are merged to $\mathrm{I}_{6}$. The result are checked in the final point Y .

The method of software algorithm representation by graph structure enables to show all possible variants of software execution, as well as to simplify realization of next diagnosis stage of software and forming of minimal test.
2. Test synthesis and analysis. A set of ribs are written in the form of disjunctive normal form (DNF), where every term is one-dimensional path from input port to output, which covers a subset of internal lines: $\mathrm{P}=\mathrm{X} 14 \mathrm{Y} \vee \mathrm{X} 15 \mathrm{Y} \vee \mathrm{X} 2 \mathrm{Y} \vee \mathrm{X} 3 \mathrm{Y}$. In the aggregate onedimensional paths, represented in DNF, cover all possible transactions - graph points and ribs. An aggregate of code fragments or statements (activation instructions), written by disjunction, is brought to conformity with every rib. For instance, the path X14Y activates execution of operations on ribs $\mathrm{I}_{1}, \mathrm{I}_{4}, \mathrm{I}_{6 \mathrm{~A}}$. At that the ribs $\mathrm{I}_{1}$ and $\mathrm{I}_{6 \mathrm{~A}}$ have only one statement, and consecutive execution of three statements corresponds to the identifier $\mathrm{I}_{4}$. The test $P_{1}=[(1)(1 \vee 4 \vee 5)(1)]$ that activates the path X14Y ensures the correctness check of all statements. Thus, the test of minimal covering of all graph points and ribs by commands,
which activate graph ribs and therefore data movement to observation points, can be written:

$$
\begin{aligned}
& P=[(1)(1 \vee 4 \vee 5)(1)] \vee[(1)(1 \vee 2 \vee 5)(1)] \vee \\
& \vee[(2 \vee 3)(1)] \vee[(1 \vee 2)(1)] .
\end{aligned}
$$

Subsequent DNF transformation consists of removal of brackets to obtain complete test that enables to check transactions in a graph, which cover all points and ribs in various combinations:

$$
\begin{aligned}
& \mathrm{P}=(111 \vee 141 \vee 151) \vee(111 \vee 121 \vee 151) \vee \\
& \vee(21 \vee 31) \vee(11 \vee 12)
\end{aligned}
$$

The obtained test is redundant; it is not always acceptable for large size software, because of there is large quantity of test patterns. So, the ability to create minimal length test of given resolution is very important. Such test is formed by solving of the covering problem of all graph points and ribs and activation of code fragments sets. When testing it is supposed that hardware components, used in the software are faultless.
3. Fault detection table making. Fault detection table is oriented on verification of code fragments sets on ribs, which form data activation paths to the observation points (graph points). In compliance with comparison of experimental data of tested software and expected responses the output response vector V is formed. In a case of result failure on an observed line the respective coordinate of the vector V takes on a value " 1 " for the test pattern under consideration. The fault detection table of code fragments on complete test $\mathrm{P}=\mathrm{X} 14 \mathrm{Y} \vee \mathrm{X} 15 \mathrm{Y} \vee \mathrm{X} 2 \mathrm{Y} \vee \mathrm{X} 3 \mathrm{Y}$, where test patterns are written in general form (a set of onedimensional paths), is shown below:

| $\mathrm{T}_{\mathrm{i}} / \mathrm{I}_{\mathrm{j}}$ | $\mathrm{I}_{11}$ | $\mathrm{I}_{22}$ | $\mathrm{I}_{23}$ | $\mathrm{I}_{31}$ | $\mathrm{I}_{32}$ | I 41 | I 44 | $\mathrm{I}_{45}$ | $\mathrm{I}_{51}$ | $\mathrm{I}_{52}$ | $\mathrm{I}_{55}$ | $\mathrm{I}_{61}$ | V |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X 14 Y | 1 |  |  |  |  | 1 | 1 | 1 |  |  |  | 1 | 0 |
| X 15 Y | 1 |  |  |  |  |  |  |  | 1 | 1 | 1 | 1 | 1 |
| X 2 Y |  | 1 | 1 |  |  |  |  |  |  |  |  | 1 | 0 |
| X 3 Y |  |  |  | 1 | 1 |  |  |  |  |  |  | 1 | 0 |
| Faults |  |  |  |  |  |  |  | 1 | 1 | 1 |  |  |  |

The symbolic notation $I_{j k}$ means execution of a statement that is on the rib $I_{j}$ and has index k. For instance, $\mathrm{I}_{22}$ means execution of statement sequence of the rib $\mathrm{I}_{2}$ at activation of the path X2Y and production operation that corresponds to the fragment of source program code:
else if $((x>=2) \& \&(x<12)) f=2 * x-3$;
The diagnosis resolution for the test at the value of vector $\mathrm{V}=(0100)$ is determined by three possible faults: $\mathrm{F}=\mathrm{I}_{51} \mathrm{I}_{52} \mathrm{I}_{55}$. Value " 1 " of the vector V for a test-vector under consideration means that when issuing second pattern the activation of respective commands execution is took place. The minimal set of DNF terms, which make out all single faults of program fragments of a register transfer graph, is minimal diagnosis test. Next term set (here it coincide with complete test) makes out faults of all instructions, determined in DNF:

$$
P=(111 \vee 141 \vee 151) \vee(111 \vee 121 \vee 151) \vee(21 \vee 31) \vee(11 \vee 12) .
$$

Reduction impossibility is conditional on that removal any term does not provide activation of one or several
fragments. Then complete and extended fault detection table is made that is formed by a term set above. Every obtained test pattern is divided on parts - terms. First test pattern $(111 \vee 141 \vee 151)$ consists of three terms: (111), (141) and (151). Every of them has own position in a column. All possible executable operations, which are designated $\mathrm{I}_{\mathrm{ik}}$, where j - rib identifier in a graph, k statement that transforms data on j -th rib, is distinguished across. The graph path to which a term under consideration is applied is considered. For instance, term (141) is applied to first test pattern that activates the path X14Y. The extended fault detection table is:

| $\mathrm{T}_{\mathrm{i}} \backslash \mathrm{I}_{\mathrm{i}}$ | $\mathrm{I}_{11}$ | $\mathrm{I}_{22}$ | $\mathrm{I}_{23}$ | $\mathrm{I}_{31}$ | $\mathrm{I}_{32}$ | $\mathrm{I}_{41}$ | $\mathrm{I}_{44}$ | $\mathrm{I}_{45}$ | $\mathrm{I}_{51}$ | $\mathrm{I}_{52}$ | $\mathrm{I}_{55}$ | $\mathrm{I}_{61}$ | V |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $111_{1}$ | 1 |  |  |  |  | 1 |  |  |  |  |  | 1 | 0 |
| 141 | 1 |  |  |  |  |  | 1 |  |  |  |  | 1 | 0 |
| $151_{1}$ | 1 |  |  |  |  |  |  | 1 |  |  |  | 1 | 0 |
| $111_{2}$ | 1 |  |  |  |  |  |  |  | 1 |  |  | 1 | 1 |
| 121 | 1 |  |  |  |  |  |  |  |  | 1 |  | 1 | 1 |
| $151_{2}$ | 1 |  |  |  |  |  |  |  |  |  | 1 | 1 | 1 |
| $21_{1}$ |  | 1 |  |  |  |  |  |  |  |  |  | 1 | 0 |
| 31 |  |  | 1 |  |  |  |  |  |  |  |  | 1 | 0 |
| 11 |  |  |  | 1 |  |  |  |  |  |  |  | 1 | 0 |
| $21_{2}$ |  |  |  |  | 1 |  |  |  |  |  |  | 1 | 0 |

Every term number means execution of a statement on respective graph rib. First nimber " 1 " provides activation of the statement $\{1\} \mathrm{I}_{1}$, so opposite respective column " 1 " is put. Column values of the extended fault detection table are moved from the FDT of code fragments that is defined on complete generalized test. But coordinate value is written for every test term. Extended fault detection table enable to show the results of every test pattern execution and to simplify the fault detection procedure with given resolution.
4. Diagnosis. In compliance with numbers of " 1 ' in the output response vector V quantity of disjunctive CNF terms is formed. Every term is line-by-line writing of faults by logical operation "OR", which influence on distortion of output functional signals. Then transformation CNF to DNF by the Boolean algebra is carried out:

```
\(\mathrm{F}=(\mathrm{I} 11 \vee \mathrm{I} 51 \vee \mathrm{I} 61)(\mathrm{I} 11 \vee \mathrm{I} 52 \vee \mathrm{I} 61)(\mathrm{I} 11 \vee \mathrm{I} 55 \vee \mathrm{I} 61)=\)
```



```
\(\vee\) I11 I61 I51 \(\vee\) I11 I61 \(\vee\) I51 I11 \(\vee\) I11 I51 I55 \(\vee\) I11 I51 I61 \(\vee\)
```




```
\(\vee\) I11 I52 I61 \(\vee\) I52 I55 I61 \(\vee\) I52 I61 \(\vee\) I61 I11 \(\vee\) I61 I51 \(\vee\) I61.
```

To reduce the obtained set of possible faults the Boolean algebra laws are used:
$\mathrm{A} \wedge \mathrm{A}=\mathrm{A} ; \mathrm{A} \vee \mathrm{B}=\mathrm{B} \vee \mathrm{A} ;(\mathrm{A} \vee \mathrm{B}) \mathrm{C}=\mathrm{AC} \vee \mathrm{BC} ;$
$(A \vee B) \vee C=A \vee(B \vee C) ; A \vee A=A$;
$(A \wedge B) \vee A=A ;(A \vee B) \wedge A=A$, it enables to obtain the expression:

$$
\begin{aligned}
& F=I_{11} \vee I_{11} I_{55} \vee I_{11} I_{61} \vee I_{11} I_{52} \vee I_{11} I_{52} I_{55} \vee \\
& \vee I_{11} I_{52} I_{61} \vee I_{61} I_{11} \vee I_{11} I_{61} I_{51} \vee I_{11} I_{61} \vee \\
& \vee I_{51} I_{11} \vee I_{11} I_{51} I_{55} \vee I_{11} I_{51} I_{61} \vee I_{11} I_{51} I_{52} \vee \\
& \vee I_{51} I_{52} I_{55} \vee I_{51} I_{52} I_{61} \vee I_{51} I_{61} I_{11} \vee I_{55} I_{61} \vee \\
& \vee I_{51} I_{61} \vee I_{11} I_{61} \vee I_{11} I_{55} I_{61} \vee I_{11} I_{61} \vee I_{11} I_{52} I_{61} \vee \\
& \vee I_{52} I_{55} I_{61} \vee I_{52} I_{61} \vee I_{61} I_{11} \vee I_{61} I_{51} \vee I_{61}= \\
& =I_{11} \vee I_{51} I_{52} I_{55} \vee I_{61} .
\end{aligned}
$$

Then such elements $I_{j k}$ from $F$, which are executed in other test patterns with value $\mathrm{V}_{\mathrm{i}}=1$, are removed. A set of objects, contained the operations, which transform data at program execution uniquely and correctly, is formed:

$$
\begin{aligned}
& \mathrm{H}=\{\mathrm{X} 14 \mathrm{Y}, \mathrm{X} 2 \mathrm{Y}, \mathrm{X} 3 \mathrm{Y}\}=\left\{(141) \vee(151) \vee\left(21_{1}\right) \vee(31) \vee\right. \\
& \left.\vee(11) \vee\left(21_{2}\right)\right\}=\mathrm{I}_{11} \vee \mathrm{I}_{22} \vee \mathrm{I}_{23} \vee \mathrm{I}_{31} \vee \mathrm{I}_{32} \vee \mathrm{I}_{44} \vee \mathrm{I}_{45} \vee \mathrm{I}_{61} .
\end{aligned}
$$

After the reduction a single DNF term is obtained:

$$
\begin{aligned}
& \mathrm{F}^{\prime}=\mathrm{F} \backslash \mathrm{H}=\left(\mathrm{I}_{11} \vee \mathrm{I}_{51} \mathrm{I}_{52} \mathrm{I}_{55} \vee \mathrm{I}_{61}\right) \backslash\left(\mathrm{I}_{11} \vee \mathrm{I}_{22} \vee\right. \\
& \left.\mathrm{I}_{23} \vee \mathrm{I}_{31} \vee \mathrm{I}_{32} \vee \mathrm{I}_{44} \vee \mathrm{I}_{45} \vee \mathrm{I}_{61}\right)=\mathrm{I}_{51} \mathrm{I}_{52} \mathrm{I}_{55}
\end{aligned}
$$

It means that the software functions with error at execution one of the statements $\{1,2,5\}$ on the rib $\mathrm{I}_{5}$.

Really, an error takes place on linear program part that is applied to a rib of the statement sequence $\mathrm{I}_{5}$, namely $\mathrm{I}_{51}$ execution of subtraction instead of summation.
More exact diagnosis (to within statement) is possible if to use the greater quantity of test points that complicates diagnosis because of necessity to make longer tests. The proposed method enables to analyze software on presence of errors in the code and helps to detect their location. Testing and verification of software is the main problem at programming, and its solving enables to raise software quality and to obviate unforeseen results of its execution. The proposed method is based on representation of software algorithm by the graph structure, where ribs are statement sequences or code fragments, and points are information monitoring points for making of assertions. Creation of minimal quantity of test patterns enables to decrease time of fault detection. At that tests have to cover all possible transactions. Test points quantity has to be minimal and sufficient for diagnosis of given resolution.

## IV. CONCLUSION

The innovative technologies of software and hardware testable design, based on effective test development and verification of digital system-on-a-chip components, are considered.

1. The general directions of utilization of the testable design technologies for digital systems-on-chips in the problems of software testing and verification are shown.
2. The universal model of software and hardware component in the form of directed register transfer and control graph, on which the testable design, test synthesis and analysis problems can be solved, is represented.
3. The metrics of hardware and software testability evaluation (controllability and observability), models of which are represented by directed register transfer and control graphs, is proposed.
4. The technology of software testing and diagnosis on basis of synthesis the graph register transfer models is proposed.
5. The practical importance of proposed methods and models is high interest of the software companies in innovative solutions of the effective software testing and verification problems above.
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#### Abstract

These instructions give you guidelines for preparing papers for IEEE TRANSACTIONS and JOURNALS. Use this document as a template if you are using Microsoft Word 6.0 or later. Otherwise, use this document as an instruction set. The electronic file of your paper will be formatted further at IEEE. Define all symbols used in the abstract. Do not cite references in the abstract. Do not delete the blank line immediately above the abstract; it sets the footnote at the bottom of this column.


Index Terms-About four key words or phrases in alphabetical order, separated by commas. For a list of suggested keywords, send a blank e-mail to keywords@ieee.org or visit http://www.ieee.org/organizations/pubs/ani prod/keywrd98.txt

## I. Introduction

THIS document is a template for Microsoft Word versions 6.0 or later. If you are reading a paper or PDF version of this document, please download the electronic file, TRANS-JOUR.DOC, from the IEEE Web site at http://www.ieee.org/web/publications/authors/transjnl/index.html
so you can use it to prepare your manuscript. If you would prefer to use LATEX, download IEEE's LATEX style and sample files from the same Web page. Use these LATEX files for formatting, but please follow the instructions in TRANS-JOUR.DOC or TRANS-JOUR.PDF.

If your paper is intended for a conference, please contact your conference editor concerning acceptable word

[^12]processor formats for your particular conference.
When you open TRANS-JOUR.DOC, select "Page Layout" from the "View" menu in the menu bar (View | Page Layout), which allows you to see the footnotes. Then, type over sections of TRANS-JOUR.DOC or cut and paste from another document and use markup styles. The pulldown style menu is at the left of the Formatting Toolbar at the top of your Word window (for example, the style at this point in the document is "Text"). Highlight a section that you want to designate with a certain style, then select the appropriate name on the style menu. The style will adjust your fonts and line spacing. Do not change the font sizes or line spacing to squeeze more text into a limited number of pages. Use italics for emphasis; do not underline.

To insert images in Word, position the cursor at the insertion point and either use Insert | Picture | From File or copy the image to the Windows clipboard and then Edit | Paste Special | Picture (with "float over text" unchecked).

IEEE will do the final formatting of your paper. If your paper is intended for a conference, please observe the conference page limits.

## II. Procedure for Paper Submission

## A. Review Stage

Please check with your editor on whether to submit your manuscript as hard copy or electronically for review. If hard copy, submit photocopies such that only one column appears per page. This will give your referees plenty of room to write comments. Send the number of copies specified by your editor (typically four). If submitted electronically, find out if your editor prefers submissions on disk or as e-mail attachments.

If you want to submit your file with one column electronically, please do the following:
--First, click on the View menu and choose Print Layout.
--Second, place your cursor in the first paragraph. Go to the Format menu, choose Columns, choose one column Layout, and choose "apply to whole document" from the dropdown menu.
--Third, click and drag the right margin bar to just over 4 inches in width.

The graphics will stay in the "second" column, but you can drag them to the first column. Make the graphic wider to push out any text that may try to fill in next to the graphic.

## B. Final Stage

When you submit your final version (after your paper has been accepted), print it in two-column format, including figures and tables. You must also send your final manuscript on a disk, via e-mail, or through a Web manuscript submission system as directed by the society contact. You may use Zip or CD-ROM disks for large files, or compress files using Compress, Pkzip, Stuffit, or Gzip.

Also, send a sheet of paper or PDF with complete contact information for all authors. Include full mailing addresses, telephone numbers, fax numbers, and e-mail addresses. This information will be used to send each author a complimentary copy of the journal in which the paper appears. In addition, designate one author as the "corresponding author." This is the author to whom proofs of the paper will be sent. Proofs are sent to the corresponding author only.

## C. Figures

Format and save your graphic images using a suitable graphics processing program that will allow you to create the images as PostScript (PS), Encapsulated PostScript (EPS), or Tagged Image File Format (TIFF), sizes them, and adjusts the resolution settings. If you created your source files in one of the following you will be able to submit the graphics without converting to a PS, EPS, or TIFF file: Microsoft Word, Microsoft PowerPoint, Microsoft Excel, or Portable Document Format (PDF).

## D. Electronic Image Files (Optional)

Import your source files in one of the following: Microsoft Word, Microsoft PowerPoint, Microsoft Excel, or Portable Document Format (PDF); you will be able to submit the graphics without converting to a PS, EPS, or TIFF files. Image quality is very important to how yours graphics will reproduce. Even though we can accept graphics in many formats, we cannot improve your graphics if they are poor quality when we receive them. If your graphic looks low in quality on your printer or monitor, please keep in mind that cannot improve the quality after submission.

If you are importing your graphics into this Word template, please use the following steps:
Under the option EDIT select PASTE SPECIAL. A dialog box will open, select paste picture, then click OK. Your figure should now be in the Word Document.

If you are preparing images in TIFF, EPS, or PS format, note the following. High-contrast line figures and tables should be prepared with 600 dpi resolution and saved with no compression, 1 bit per pixel (monochrome), with file
names in the form of "fig3.tif" or "table1.tif."
Photographs and grayscale figures should be prepared with 300 dpi resolution and saved with no compression, 8 bits per pixel (grayscale).

## Sizing of Graphics

Most charts graphs and tables are one column wide ( $31 / 2$ inches or 21 picas) or two-column width (7 1/16 inches, 43 picas wide). We recommend that you avoid sizing figures less than one column wide, as extreme enlargements may distort your images and result in poor reproduction. Therefore, it is better if the image is slightly larger, as a minor reduction in size should not have an adverse affect the quality of the image.

## Size of Author Photographs

The final printed size of an author photograph is exactly 1 inch wide by $11 / 4$ inches long ( 6 picas $\times 71 / 2$ picas). Please ensure that the author photographs you submit are proportioned similarly. If the author's photograph does not appear at the end of the paper, then please size it so that it is proportional to the standard size of $19 / 16$ inches wide by 2 inches long ( $91 / 2$ picas $\times 12$ picas). JPEG files are only accepted for author photos.

## How to create a PostScript File

First, download a PostScript printer driver from http://www.adobe.com/support/downloads/pdrvwin.htm
(for Windows) or from
http://www.adobe.com/support/downloads/ pdrvmac.htm
(for Macintosh) and install the "Generic PostScript Printer" definition. In Word, paste your figure into a new document. Print to a file using the PostScript printer driver. File names should be of the form "fig5.ps." Use Open Type fonts when creating your figures, if possible. A listing of the acceptable fonts are as follows: Open Type Fonts: Times Roman, Helvetica, Helvetica Narrow, Courier, Symbol, Palatino, Avant Garde, Bookman, Zapf Chancery, Zapf Dingbats, and New Century Schoolbook.

## Print Color Graphics Requirements

IEEE accepts color graphics in the following formats: EPS, PS, TIFF, Word, PowerPoint, Excel, and PDF. The resolution of a RGB color TIFF file should be 400 dpi.

When sending color graphics, please supply a high quality hard copy or PDF proof of each image. If we cannot achieve a satisfactory color match using the electronic version of your files, we will have your hard copy scanned. Any of the files types you provide will be converted to RGB color EPS files.


Fig. 1. Magnetization as a function of applied field. Note that "Fig." is abbreviated. There is a period after the figure number, followed by two spaces. It is good practice to explain the significance of the figure in the caption.

## Web Color Graphics

IEEE accepts color graphics in the following formats: EPS, PS, TIFF, Word, PowerPoint, Excel, and PDF. The resolution of a RGB color TIFF file should be at least 400 dpi.

Your color graphic will be converted to grayscale if no separate grayscale file is provided. If a graphic is to appear in print as black and white, it should be saved and submitted as a black and white file. If a graphic is to appear in print or on IEEE Xplore in color, it should be submitted as RGB color.

## Graphics Checker Tool

The IEEE Graphics Checker Tool enables users to check graphic files. The tool will check journal article graphic files against a set of rules for compliance with IEEE requirements. These requirements are designed to ensure sufficient image quality so they will look acceptable in print. After receiving a graphic or a set of graphics, the tool will check the files against a set of rules. A report will then be e-mailed listing each graphic and whether it met or failed to meet the requirements. If the file fails, a description of why and instructions on how to correct the problem will be sent. The IEEE Graphics Checker Tool is available at http://graphicsqc.ieee.org/
For more Information, contact the IEEE Graphics H-E-LP Desk by e-mail at graphics@ieee.org. You will then receive an e-mail response and sometimes a request for a sample graphic for us to check.

## E. Copyright Form

An IEEE copyright form should accompany your final submission. You can get a .pdf, .html, or .doc version at http://www.ieee.org/copyright. Authors are responsible for

TABLE I
Units for Magnetic Properties

| Symbol | Quantity | Conversion from Gaussian and <br> CGS EMU to SI |
| :--- | :--- | :--- |
| $\Phi$ | magnetic flux | $1 \mathrm{Mx} \rightarrow 10^{-8} \mathrm{~Wb}=10^{-8} \mathrm{~V} \cdot \mathrm{~s}$ |
| $B$ | magnetic flux density, <br> magnetic induction | $1 \mathrm{G} \rightarrow 10^{-4} \mathrm{~T}=10^{-4} \mathrm{~Wb} / \mathrm{m}^{2}$ |
| $H$ | magnetic field strength | $1 \mathrm{Oe} \rightarrow 10^{3} /(4 \pi) \mathrm{A} / \mathrm{m}$ |
| $m$ | magnetic moment | $1 \mathrm{erg} / \mathrm{G}=1 \mathrm{emu}$ |
|  |  | $\rightarrow 10^{-3} \mathrm{~A} \cdot \mathrm{~m}^{2}=10^{-3} \mathrm{~J} / \mathrm{T}$ |
| $M$ | magnetization | $1 \mathrm{erg} /\left(\mathrm{G} \cdot \mathrm{cm}^{3}\right)=1 \mathrm{emu} / \mathrm{cm}^{3}$ |
|  |  | $\rightarrow 10^{3} \mathrm{~A} / \mathrm{m}$ |
| $4 \pi M$ | magnetization | $1 \mathrm{G} \rightarrow 10^{3} /(4 \pi) \mathrm{A} / \mathrm{m}$ |
| $\sigma$ | specific magnetization | $1 \mathrm{erg} /(\mathrm{G} \cdot \mathrm{g})=1 \mathrm{emu} / \mathrm{g} \rightarrow 1 \mathrm{~A} \cdot \mathrm{~m}^{2} / \mathrm{kg}$ |
| $j$ | magnetic dipole | $1 \mathrm{erg} / \mathrm{G}=1 \mathrm{emu}$ |
| $J$ | moment | $\rightarrow 4 \pi \times 10^{-10} \mathrm{~Wb} \cdot \mathrm{~m}$ |
|  | magnetic polarization | $1 \mathrm{erg} /\left(\mathrm{G} \cdot \mathrm{cm}^{3}\right)=1 \mathrm{emu} / \mathrm{cm}^{3}$ |
| $\chi, \kappa$ | susceptibility | $\rightarrow 4 \pi \times 10^{-4} \mathrm{~T}$ |
| $\chi_{\rho}$ | mass susceptibility | $1 \rightarrow 4 \pi$ |
| $\mu$ | permeability | $1 \mathrm{~cm} / \mathrm{g} \rightarrow 4 \pi \times 10^{-3} \mathrm{~m} / \mathrm{mg}$ |
|  |  | $1 \rightarrow 4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ |
| $\mu_{\mathrm{r}}$ | relative permeability | $=4 \pi \times 10^{-7} \mathrm{~Wb} /(\mathrm{A} \cdot \mathrm{m})$ |
| $w, W$ | energy density | $1 \mathrm{erg} / \mathrm{cm}^{3} \rightarrow 10^{-1} \mathrm{~J} / \mathrm{m}^{3}$ |
| $N, D$ | demagnetizing factor | $1 \rightarrow 1 /(4 \pi)$ |

Vertical lines are optional in tables. Statements that serve as captions for the entire table do not need footnote letters.
${ }^{\mathrm{a}}$ Gaussian units are the same as cgs emu for magnetostatics; $\mathrm{Mx}=$ maxwell, $\mathrm{G}=$ gauss, $\mathrm{Oe}=$ oersted; $\mathrm{Wb}=$ weber, $\mathrm{V}=$ volt, $\mathrm{s}=$ second, $\mathrm{T}=$ tesla, $\mathrm{m}=$ meter, $\mathrm{A}=$ ampere, $\mathrm{J}=$ joule, $\mathrm{kg}=$ kilogram, $\mathrm{H}=$ henry .
obtaining any security clearances.

## III. MATH

If you are using Word, use either the Microsoft Equation Editor or the MathType add-on (http://www.mathtype.com) for equations in your paper (Insert | Object | Create New | Microsoft Equation or MathType Equation). "Float over text" should not be selected.

## IV. Units

Use either SI (MKS) or CGS as primary units. (SI units are strongly encouraged.) English units may be used as secondary units (in parentheses). This applies to papers in data storage. For example, write " $15 \mathrm{~Gb} / \mathrm{cm}^{2}$ (100 $\mathrm{Gb} / \mathrm{in}^{2}$ )." An exception is when English units are used as identifiers in trade, such as " $31 / 2$-in disk drive." Avoid combining SI and CGS units, such as current in amperes and magnetic field in oersteds. This often leads to confusion because equations do not balance dimensionally. If you must use mixed units, clearly state the units for each quantity in an equation.

The SI unit for magnetic field strength $H$ is $\mathrm{A} / \mathrm{m}$. However, if you wish to use units of $T$, either refer to magnetic flux density $B$ or magnetic field strength symbolized as $\mu_{0} H$. Use the center dot to separate compound units, e.g., "A•m"."

## V. Helpful Hints

## A. Figures and Tables

Because IEEE will do the final formatting of your paper, you do not need to position figures and tables at the top and bottom of each column. In fact, all figures, figure captions, and tables can be at the end of the paper. Large figures and tables may span both columns. Place figure captions below the figures; place table titles above the tables. If your figure has two parts, include the labels "(a)" and "(b)" as part of the artwork. Please verify that the figures and tables you mention in the text actually exist. Please do not include captions as part of the figures. Do not put captions in "text boxes" linked to the figures. Do not put borders around the outside of your figures. Use the abbreviation "Fig." even at the beginning of a sentence. Do not abbreviate "Table." Tables are numbered with Roman numerals.

Color printing of figures is available, but is billed to the authors. Include a note with your final paper indicating that you request and will pay for color printing. Do not use color unless it is necessary for the proper interpretation of your figures. If you want reprints of your color article, the reprint order should be submitted promptly. There is an additional charge for color reprints. Please note that many IEEE journals now allow an author to publish color figures on Xplore and black and white figures in print. Contact your society representative for specific requirements.

Figure axis labels are often a source of confusion. Use words rather than symbols. As an example, write the quantity "Magnetization," or "Magnetization $M$," not just " $M$." Put units in parentheses. Do not label axes only with units. As in Fig. 1, for example, write "Magnetization (A/m)" or "Magnetization (A $\cdot \mathrm{m}^{-1}$ )," not just "A/m." Do not label axes with a ratio of quantities and units. For example, write "Temperature (K)," not "Temperature/K."
Multipliers can be especially confusing. Write "Magnetization (kA/m)" or "Magnetization ( $10^{3} \mathrm{~A} / \mathrm{m}$ )." Do not write "Magnetization $(\mathrm{A} / \mathrm{m}) \times 1000$ " because the reader would not know whether the top axis label in Fig. 1 meant $16000 \mathrm{~A} / \mathrm{m}$ or $0.016 \mathrm{~A} / \mathrm{m}$. Figure labels should be legible, approximately 8 to 12 point type.

## B. References

Number citations consecutively in square brackets [1]. The sentence punctuation follows the brackets [2]. Multiple references [2], [3] are each numbered with separate brackets [1]-[3]. When citing a section in a book, please give the relevant page numbers [2]. In sentences, refer simply to the reference number, as in [3]. Do not use "Ref. [3]" or "reference [3]" except at the beginning of a sentence: "Reference [3] shows ... ." Please do not use automatic
endnotes in Word, rather, type the reference list at the end of the paper using the "References" style.

Number footnotes separately in superscripts (Insert | Footnote). ${ }^{1}$ Place the actual footnote at the bottom of the column in which it is cited; do not put footnotes in the reference list (endnotes). Use letters for table footnotes (see Table I).

Please note that the references at the end of this document are in the preferred referencing style. Give all authors' names; do not use "et al." unless there are six authors or more. Use a space after authors' initials. Papers that have not been published should be cited as "unpublished" [4]. Papers that have been accepted for publication, but not yet specified for an issue should be cited as "to be published" [5]. Papers that have been submitted for publication should be cited as "submitted for publication" [6]. Please give affiliations and addresses for private communications [7].
Capitalize only the first word in a paper title, except for proper nouns and element symbols. For papers published in translation journals, please give the English citation first, followed by the original foreign-language citation [8].

## C. Abbreviations and Acronyms

Define abbreviations and acronyms the first time they are used in the text, even after they have already been defined in the abstract. Abbreviations such as IEEE, SI, ac, and dc do not have to be defined. Abbreviations that incorporate periods should not have spaces: write "C.N.R.S.," not "C. N. R. S." Do not use abbreviations in the title unless they are unavoidable (for example, "IEEE" in the title of this article).

## D. Equations

Number equations consecutively with equation numbers in parentheses flush with the right margin, as in (1). First use the equation editor to create the equation. Then select the "Equation" markup style. Press the tab key and write the equation number in parentheses. To make your equations more compact, you may use the solidus ( / ), the exp function, or appropriate exponents. Use parentheses to avoid ambiguities in denominators. Punctuate equations when they are part of a sentence, as in

$$
\begin{array}{rl}
\int_{0}^{r_{2}} & F(r, \varphi) d r d \varphi=\left[\sigma r_{2} /\left(2 \mu_{0}\right)\right]  \tag{1}\\
& \cdot \int_{0}^{\infty} \exp \left(-\lambda\left|z_{j}-z_{i}\right|\right) \lambda^{-1} J_{1}\left(\lambda r_{2}\right) J_{0}\left(\lambda r_{i}\right) d \lambda .
\end{array}
$$

Be sure that the symbols in your equation have been defined before the equation appears or immediately following. Italicize symbols ( $T$ might refer to temperature,

[^13]but T is the unit tesla). Refer to "(1)," not "Eq. (1)" or "equation (1)," except at the beginning of a sentence: "Equation (1) is ... ."

## E. Other Recommendations

Use one space after periods and colons. Hyphenate complex modifiers: "zero-field-cooled magnetization." Avoid dangling participles, such as, "Using (1), the potential was calculated." [It is not clear who or what used (1).] Write instead, "The potential was calculated by using (1)," or "Using (1), we calculated the potential."

Use a zero before decimal points: " 0.25 ," not " 25 ." Use " $\mathrm{cm}^{3}$," not "cc." Indicate sample dimensions as " $0.1 \mathrm{~cm} \times$ 0.2 cm ," not " $0.1 \times 0.2 \mathrm{~cm}^{2}$." The abbreviation for "seconds" is "s," not "sec." Do not mix complete spellings and abbreviations of units: use " $\mathrm{Wb} / \mathrm{m}^{2 "}$ " or "webers per square meter," not "webers $/ \mathrm{m}^{2}$." When expressing a range of values, write "7 to 9" or "7-9," not "7~9."
A parenthetical statement at the end of a sentence is punctuated outside of the closing parenthesis (like this). (A parenthetical sentence is punctuated within the parentheses.) In American English, periods and commas are within quotation marks, like "this period." Other punctuation is "outside"! Avoid contractions; for example, write "do not" instead of "don't." The serial comma is preferred: "A, B, and C" instead of "A, B and C."

If you wish, you may write in the first person singular or plural and use the active voice ("I observed that ..." or "We observed that ..." instead of "It was observed that ..."). Remember to check spelling. If your native language is not English, please get a native English-speaking colleague to carefully proofread your paper.

## VI. Some Common Mistakes

The word "data" is plural, not singular. The subscript for the permeability of vacuum $\mu_{0}$ is zero, not a lowercase letter "о." The term for residual magnetization is "remanence"; the adjective is "remanent"; do not write "remnance" or "remnant." Use the word "micrometer" instead of "micron." A graph within a graph is an "inset," not an "insert." The word "alternatively" is preferred to the word "alternately" (unless you really mean something that alternates). Use the word "whereas" instead of "while" (unless you are referring to simultaneous events). Do not use the word "essentially" to mean "approximately" or "effectively." Do not use the word "issue" as a euphemism for "problem." When compositions are not specified, separate chemical symbols by en-dashes; for example, "NiMn" indicates the intermetallic compound $\mathrm{Ni}_{0.5} \mathrm{Mn}_{0.5}$ whereas " $\mathrm{Ni}-\mathrm{Mn}$ " indicates an alloy of some composition $\mathrm{Ni}_{\mathrm{x}} \mathrm{Mn}_{1-\mathrm{x}}$.

Be aware of the different meanings of the homophones "affect" (usually a verb) and "effect" (usually a noun), "complement" and "compliment," "discreet" and "discrete," "principal" (e.g., "principal investigator") and "principle" (e.g., "principle of measurement"). Do not confuse "imply"
and "infer."
Prefixes such as "non," "sub," "micro," "multi," and "ultra" are not independent words; they should be joined to the words they modify, usually without a hyphen. There is no period after the "et" in the Latin abbreviation "et al." (it is also italicized). The abbreviation "i.e.," means "that is," and the abbreviation "e.g.," means "for example" (these abbreviations are not italicized).

An excellent style manual and source of information for science writers is [9]. A general IEEE style guide and an Information for Authors are both available at http://www.ieee.org/web/publications/authors/transjnl/index.html

## VII. Editorial Policy

Submission of a manuscript is not required for participation in a conference. Do not submit a reworked version of a paper you have submitted or published elsewhere. Do not publish "preliminary" data or results. The submitting author is responsible for obtaining agreement of all coauthors and any consent required from sponsors before submitting a paper. IEEE TRANSACTIONS and JoURNALS strongly discourage courtesy authorship. It is the obligation of the authors to cite relevant prior work.
The Transactions and Journals Department does not publish conference records or proceedings. The Transactions does publish papers related to conferences that have been recommended for publication on the basis of peer review. As a matter of convenience and service to the technical community, these topical papers are collected and published in one issue of the Transactions.

At least two reviews are required for every paper submitted. For conference-related papers, the decision to accept or reject a paper is made by the conference editors and publications committee; the recommendations of the referees are advisory only. Undecipherable English is a valid reason for rejection. Authors of rejected papers may revise and resubmit them to the Transactions as regular papers, whereupon they will be reviewed by two new referees.

## VIII. Publication Principles

The contents of IEEE Transactions and Journals are peer-reviewed and archival. The Transactions publishes scholarly articles of archival value as well as tutorial expositions and critical reviews of classical subjects and topics of current interest.

Authors should consider the following points:

1) Technical papers submitted for publication must advance the state of knowledge and must cite relevant prior work.
2) The length of a submitted paper should be commensurate with the importance, or appropriate to
the complexity, of the work. For example, an obvious extension of previously published work might not be appropriate for publication or might be adequately treated in just a few pages.
3) Authors must convince both peer reviewers and the editors of the scientific and technical merit of a paper; the standards of proof are higher when extraordinary or unexpected results are reported.
4) Because replication is required for scientific progress, papers submitted for publication must provide sufficient information to allow readers to perform similar experiments or calculations and use the reported results. Although not everything need be disclosed, a paper must contain new, useable, and fully described information. For example, a specimen's chemical composition need not be reported if the main purpose of a paper is to introduce a new measurement technique. Authors should expect to be challenged by reviewers if the results are not supported by adequate data and critical details.
5) Papers that describe ongoing work or announce the latest technical achievement, which are suitable for presentation at a professional conference, may not be appropriate for publication in a Transactions or Journal.

## IX. CONCLUSION

A conclusion section is not required. Although a conclusion may review the main points of the paper, do not replicate the abstract as the conclusion. A conclusion might elaborate on the importance of the work or suggest applications and extensions.

## Appendix

Appendixes, if needed, appear before the acknowledgment.

## Acknowledgment

The preferred spelling of the word "acknowledgment" in American English is without an "e" after the "g." Use the singular heading even if you have many acknowledgments. Avoid expressions such as "One of us (S.B.A.) would like to thank ... ." Instead, write "F. A. Author thanks ... ." Sponsor and financial support acknowledgments are placed in the unnumbered footnote on the first page, not here.
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