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Abstract — In the article we deal with the optimal 

placement problem in manufacturing printing products. A 
special set of two-dimensional geometric objects bounded by 
circular arcs and line segments are introduced as 
mathematical models of real-life printing objects. We derive 
phi-functions, as well as normalized and pseudo-normalized 
phi-functions to describe the relations (non-overlapping, 
containment and distance constraints) between the 
geometric objects. A mathematical model of the optimal 
placement of printing objects is constructed and a solution 
strategy is proposed.  

 
Index Terms – cutting, phi-functions, printing objects, 

mathematical model, solution strategy 

I. INTRODUCTION 
ook-and-magazine editions are the main product type 
printing houses deal with. Although printing houses 

print not only books but also handouts, business cards, 
beer coasters, stickers, promo materials etc., the shape of 
those printing products types usually differs from the 
rectangle and generally their printrun is small. A variety 
of materials (cardboard of various types and density, 
coated paper of various density, different types of plastic 
and so on) is used for printing those printing products. 
Depending on the shape, the type of material, the printrun 
and other aspects of each printing product, the printing 
house chooses one of the two following variants of work: 
a) it can pick the cutting ticket (object layout on the 
template sheet) out of the existing set of object layouts or 
b) it can approximate the printing objects by rectangles 
and place them on a layout template sheet as ordinary 
rectangles. Hereinafter, we shall refer to parts of printing 
products which are placed on the printing sheet as 
printing objects. 

Printing objects are always printed using the standard 
material sheet formats. Depending on the material type 
and the product binding it is possible to use different 
placement rules to place the objects on the printing sheet. 
For example, the book which consists of several printing 
objects collected from separate pages or which uses the 
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spring as the binding can be printed without keeping to 
the folding rules.  

The current problem in its statement relates to the 
cutting and packing problems [1]. The problem of placing 
such printing objects is relevant because printing objects 
are placed into the rectangular area (printing sheet) using 
the rectangular placing methods but the objects do not 
have a rectangular shape in most cases. The more the 
shape of the printing object differs from the rectangle the 
bigger blank spaces are and correspondently the more 
material is wasted. The next problem is to fill the 
remaining blank spaces of the existing layout using other 
printing objects (in other words it is necessary to place 
other printing objects into blank spaces of the existing 
layout sheet) to reduce material waste. 

If printing objects are of the same material type, 
density, printrun, the printing house could place it in one 
combined printing sheet. It makes it possible to print 
products using fewer plates for printing, having cheaper 
printing cost and saving energy. It increases profit of the 
printing house and reduces environmental pollution due to 
saving material. 

First, generally the printing objects mentioned above 
have the shape of a rectangular with “rounded corners”; 
second, a great part of the objects having complicated 
shapes can be approximated by simple objects. Figure 1 
shows some examples of printing objects. 

 

 
a 

 
b 
 

 Fig.1. Shapes of printing objects and their approximation: printing 
objects (a); shape approximation (b)  

 
It is obvious that the shape approximation by a 

“rectangle” with a “rounded corner” shown in Figure 1 is 
better than approximation by a regular rectangle. If we 
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place these shapes instead of the rectangle we save 
material. 

The problem is that prepress centers place the printing 
objects as ordinary rectangles even when the printing 
objects do not have a rectangular shape.  

Lets us consider only those types of printing objects 
which have the shapes presented in Figure 2 (e.g. business 
cards, promotional handouts, stickers, brochures etc.).  

The article [2] considers a multi-stock cutting problem 
of a collection of arbitrary-shaped two-dimensional 
objects in order to maximize usable space or, in other 
words, minimize waste of manufacturing material. The 
frontiers of the objects are formed by circular arcs and 
line segments.  

 

 
 

Fig. 2. Shapes used in printing 
 
Today the printing products which have the proposed 

shapes are printed in small printruns and using the 
standard layout template sets. Typically each printing 
sheet collects the same type of the printing objects several 
times in the form of the array. After that if it is necessary 
to print several types of the printing objects in one time 
(using the same printrun and the same material for each 
printing object), different standard layout templates with 
array form should be used. It is useful if the printing 
objects have rectangular shapes. If it is necessary to round 
the corners for these objects then it has to be done in the 
end of the production cycle. 

Generally when the curving radii are small enough it is 
useful to approximate these shapes by rectangles. At that 
the problem reduces to the standard problem of placing 
rectangles into a rectangular area [3-6]. In some cases if 
the rounded radii are compared to the edges length of the 
objects, there is a need for material saving (and what is 
the most important it is possible). Figure 3 shows the 
situation when the rectangular approximation can not be 
used. 

 

 
                

(a)                                          (b) 
 

Fig. 3. Placement of printing objects: а) without approximations; b) with 
rectangular approximations 

 
Figure 3 shows that the alternate version a) is more 

compact, therefore it is more material-saving. The 

placement problem for the proposed printing objects can 
be formulated as follows: 1) place all printing objects on 
the printing sheets of the standard format; 2) place as 
many objects as possible on printing sheets of a standard 
format; 3) place all printing objects using as few printing 
sheets of a standard format as possible; 4) determine the 
optimal printing sheet format to place the given printing 
objects set.  

All mentioned alternatives can be formulated using 
sheet packing factor which also allows to economize by 
using fewer plates, saving the material, reducing the final 
product cost. Let us consider the shape of the objects in a 
more precise way. 

As the mathematical models for the printing objects we 
consider a collection of phi-objects bounded by circular 
arcs and line segments [7]. We note the collection by ℜ . 
The phi-function technique [7, 8] is used to describe the 
relations (non-intersection, containment, minimum 
allowable distances) between the geometric objects in the 
analytical form. 

The aim of the paper is to construct a mathematical 
model and develop the solution strategy for the problem 
of determining the optimal printing sheet format to place 
the given printing objects.  

II. PLACEMENT OBJECTS 
Let us consider a set of basic objects 

{ }, , ,C R D Kℑ = , which are described in details in 
[7]. Figure 4 shows the basic objects. 

Here :C  is a circle of radius r , i.e. ( )Cm r= ; :R  is 

the rectangle of a  and half-height b, i.e. ( ),Rm a b= ; 

:D  is a circular segment of radius r  and height h , i.e.  
its metric characteristics is given by ( ),r h , D T C= ∩ , 
O D∉ , where T  is a triangle which is constructed using 
two tangents and the chord that is drawn through the 
tangency points of the circle C ; :K  is a convex polygon 
with the vertices 1, , mv v…  which are given 
anticlockwise with the respect to the eigen coordinate 
system, i.e. ( )1, ,K mm v v= … . 

 

 
 

Fig.. 4. Basic objects , , ,C R D K  

 
Let us make the objects shape classification which 

comes to the phi-function technique. These shapes are 
composed phi-objects (hereinafter referred to as “the 
objects”). 

1) If the rectangle corner curvings are equal then it is 
possible to construct the object using rectangle R  
determined by ( ),a b  and circle C  determined by 
radius r  (Fig. 5,a). So the metric characteristics of type 
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a  object ( ), ,am a b r= . Therefore the first object  type 
can be defined as 

 
( ) ( )0 0aA R C= ⊕ ,                       (1) 

 
where ⊕  is the Minkovsky sum symbol. 

2) If the rectangle corner curvings are different and all 
radii are less then the half-length of the rectangle after 
that it is possible to construct the object using polygon K  
with vertices iv , 1, , 8i = … , and four circles 

1 2 3 4, , ,C C C C  which are determined by different radii 

1 2 3 4, , ,r r r r  where the longest radius length is shorter 
than the half-height and half-width of the rectangle that 
circumscribes about the object bA  ( { }min ,ir a b≤ , see 

Fig. 5,b). The metric characteristics of  type b object are 
( )1 8 4, , , , ,b im v v r r= … … . Therefore the second 

object  type can be defined as 
 

4

1
b i

i
A K C

=

 
=   

 
  .                              (2) 

 

     

(a) 

 

(b)     

 

(c) 
 

Fig.5. Types of object shapes from collection ℜ : the first type object 
(a) ; the second type object (b) ; the third type object (c)  

3) If each corner of the rectangle has the arbitrary 
curving radius, it is possible to construct the objects as the 
union of the polygon K  with the vertices iv , 1, , 8i = … , 
and four circular segments 1 2 3 4, , ,D D D D , which are 
constructed using the tangents, the chord, the radii with 
unrestricted length whose the metric characteristics are 
( , )j jr h , 1, , 4j = …  (see Fig. 5,c). The metric 

characteristics of  type c  object are 
( ) ( )( )1 8 1 1 4 4, , , , , , ,cm v v r h r h= … … . Therefore the 

third object  type can be defined as 
 

4

1
( )c i
i

A K D
=

=   .                          (3) 

 
Let us note that the rectangle is degenerate case of 

object of type a , the type a  object can be formulated 
like object of type b  and all of the recommended objects 
can be formulated like a type c object. Depending on the 
problem requirements you can us all of this types without 
fail. 

We provide a type c  object that shows possible shapes 
depending on the metric characteristics. 

The possible shapers of the type c  object are given in 
the Figure 6.  

 
 

 
 

Fig.. 6. Possible shapers of the type c  object 
 
It has been proved in [7] that any phi-object bounded 

by circular arcs and line segments can be represented as a 
union of basic objects of four types. 

Since A  is a particular case which is described in [7] 
the following is true: 

( )1 2 kA A A A= ∪ ∪…∪ , 

where iA ∈ ℑ . 

Let translation vectors ( ),A A Au x y= , 

( ),B B Bu x y=  be placement parameters of objects A  
and B  respectively. We denote the vector of variables of 
both objects A  and B  by ( ), , ,AB A A B Bu x y x y= . 

III. PLACEMENT AREA 
Taking into account the specific character of printing 

industry we note that the placement area is a printing 
sheet (or several printing sheets) which is always a 
rectangle RΩ = . We set the pole (0, 0)uΩ =  of R  in 
the bottom left corner (see Fig. 7) . 
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Fig.. 7. The placement area 

 
According to the problem formulation defined in 

Section 1 each component of vector ( , )P h w= , may be 
variable, where ,h w  are the height and the width of R . 

 Now we introduce the possible additional constraints 
on ,h  w  for placement area R : 

 
min maxh h h≤ ≤ , constw = ,                  (3) 

consth = , min maxw w w≤ ≤ ,            (4) 
const, consth w= = ,                 (5) 

min maxh h h≤ ≤ , min maxw w w≤ ≤ ,           (6) 
 

where n  is the number of the allowable printing sheet 
formats, min max min max, , ,h h w w  are the minimal and 
maximal allowable values of ,h  w  respectively. For 
example, if we need to find the optimal printing sheet 
format to place the printing objects, the variables of the 
problem are h  and w .  

IV. MATHEMATICAL MODELING OF THE RELATIONS OF 
PRINTING OBJECTS 

The printing objects placement has its specific. It is 
clear that business cards, stickers, the handouts etc. can 
not be placed overlapping each other. It is also impossible 
to place the objects in such a way that any of the placed 
objects partially belong to the placement area (printing 
sheet) so any of the objects can not intersect the 
placement area boundary, all of the objects must be 
contained in the placement area completely. Sometimes, 
if it is necessary to place some specific kinds of printing 
objects, it is necessary to keep the minimal distance 
between the objects or between the frontier of placement 
area and the objects. For example, if we need to place 
stickers, the minimal allowed distance between the 
objects (depending on the equipment) can be 3 mm, 
which is due to engineering constrains of the knifes. 

Taking into account all these object placement features 
the considered constraints can be formulated as follows. 

1) The non-overlapping constraint, i.e. the objects do 
not overlap each other 

 
int intA B∩ = ∅ .                     (7) 

 
2) The containment constraint, i.e. each printing object 

has to be arranged within the placement area 
 

*A A⊂ Ω ⇔ Ω ∩ = ∅ ,                  (8) 

where * 2 \ intRΩ = Ω . 

3) The minimal allowed distances, i.e. the distance 
between the objects has to be greater than or equal to the 
minimal allowable distance: 

 
*dist( , ) , dist( , ) ,AB AA B A− −≥ Ω ≥ρ ρ       (9) 

 
where ( ) ( )

,
dist , min ,

a A b B
A B a bρ

∈ ∈
=  is the Euclidian 

distance between  objects A  and B , ( , )a bρ  – distance 

between two points a A∈  and b B∈ ;  *dist( , )AΩ  is 

the Euclidian distance between object A  and object *Ω . 
We apply the Stoyan phi-function technique [9, 10] in 

order to formalize constraints (8)-(10). As is known [11] 
within the field of Packing and Cutting the technique is 
the most powerful tool of mathematical modeling of 
relations between arbitrary shaped geometric objects in an 
analytical form. It should be noted that the algorithm of 
the constructing the No-Fit Polygon for the objects 
bounded by circular arcs proposed in [12] can be used 
only for heuristics solution methods. 

V. PHI-FUNCTIONS 
According to the definition given in [9] continuous 

function ( , )A Bu uΦ defined everywhere is called a phi-
function if it has the following characteristic properties: 

 
( )
( )

( )

, 0, if

, 0, if int int ,
fr fr

, 0, if int int .

A B

A B

A B

u u A B

u u A B
A B

u u A B

Φ > = ∅

Φ = = ∅

≠ ∅

Φ < ≠ ∅









       (11) 

 
Fig. 8 shows arrangements of objects A  and B . 
 

 
(a)  

 
(b)  

 
(c)  

Fig. 8. Arrangement of objects A  and B   non-overlapping (a), contact 
(b), overlapping (c)  

 
When the distance between the objects or the distance 

between the objects and the frontier of placement area is 
important we use the normalized phi-function (Fig. 9,a) or 
pseudo-normalized phi-function (Fig. 9,b). 

 
 

 
(a)                   (b) 

 
Fig.9. The arrangement of A  (a) and B  (b)  taking into account 

minimal allowable distance AB
−ρ ,  ( ),A B ABu u −Φ = ρ , 

 ( ), 0A Bu uΦ =  
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The phi-function  ( ),A Bu uΦ  is said to be 
normalized [9] if its values are equal to the Euclidian 
distance ( ),A Bρ  between two objects A  and B , 

subject to ( ),A Bu u D∈ , 

( ) ( ) ( ){ }6, : int intA B A BD u u R A u B u= ∈ ∩ = ∅ . 

The pseudo-normalized phi-function [8] is called the 
continuous, everywhere defined function  ( ),A Bu uΦ  
for which:  

 
 ( ) ( )
 ( ) ( )
 ( ) ( )

, 0, if dist ,

, 0, if dist ,

, 0, if dist ,

A B AB

A B AB

A B AB

u u A B

u u A B

u u A B

−

−

−

Φ > >

Φ = =

Φ < <

ρ

ρ

ρ

.     (12) 

 
Let ( )A A C= ⊕


ρ , where ( )C ρ  is the circle the 

radius of which is equal to the minimal allowed distance 

ij
−ρ  between two objects, the symbol ⊕  is the 

Minkovsky sum operation sign of object A  and circle C , 

then  ( ) ,
AB AB

A Bu uΦ = Φ = Φ


, where ABΦ


 is the 

phi-function for a couple of objects A


 and B . Note that 
object A


 is an equidistant object, ij

−ρ  is radius of circle 

( )C ρ . 
However, we note that the pseudo-normalized phi-

function doesn’t have radicals, it makes the function use 
in the modeling easier in the sense the effective local 
optimisation methods. 

 
(a) 

 
(b) 

 

Fig..10.  Minimal allowable distance AB
−ρ  between objects A  and B : 

normalized phi-function  AB
−Φ = ρ  (a), pseudo-normalized phi-function 

 0
AB

Φ =  (b) 

The problem constraints in terms of phi-functions 
Constraints (9)–(11) described in Section IV can be 

formulated in the terms of phi-functions as follows: 
1) Non-overlapping constraint: 
 

0ABΦ ≥ ,                              (13) 
 
where ABΦ  is a phi-function of objects A  and B . 

2) Containment constraint: 
 

*
0AΩΦ ≥ ,                                (14) 

 

where 
*AΩΦ  is a phi-function for *Ω  and object A . 

3) Distance constraints: 
 

 

 
**

0,

0,

ABAB
AB

AA
A

−

ΩΩ −

Φ ≥ ⇔ Φ ≥

Φ ≥ ⇔ Φ ≥

ρ

ρ
                   (15) 

 
where  ,Φ Φ  are the normalized and pseudo-normalized 
phi-functions respectively [7]. 

4) Based on additional constraints on metric 
characteristics of the placement area the vector can be 
given in the form: 

 

( ) 2 1
1 2, , , , m

mu h u u u R += … ∈ , 

min maxh h h≤ ≤                          (16) 

( ) 2 1
1 2, , , , m

mu w u u u R += … ∈ , 

min maxw w w≤ ≤                   (17) 

( ) 2
1 2, , , m

mu u u u R= … ∈ ,              (18) 

( ) 2 2
1 2, , , , , m

mu h w u u u R += … ∈ , 

min maxh h h≤ ≤ , min maxw w w≤ ≤        (19) 

 
where n  is the number of the feasible printing sheet 
formats, m  is the number of the objects which it is 
necessary to place on the printing sheet, ,h w  are the 
height and the width of the placement area respectively. 

The phi-function constructing 
For all object types which are mentioned in Fig. 5 we 

construct the phi-function that simulate the arrangement 
of a pair of objects. 

Phi-functions for the arbitrary shaped and basic 
oriented objects bounded by circular arcs and line 
segments are proposed in works [7, 8]. Let us consider 
phi-functions for all combinations of pairs of objects from 
set A . 

Non-overlapping constraints 
Let there be objects A  and B  of type aA  given by (1) 

with placement parameters ( ),A A Au x y= , 

( ),B B Bu x y=  and metric characteristics 

( ), ,A A A Am a b r= , ( ), ,B B B Bm a b r=  respectively. 

Then, assuming B Ax x x= − , B Ay y y= − , the phi-
function for the objects is defined as follows: 

{ }{ }max , min , , 1, , 4AB
i i i iΦ = = …χ ω ψ ,  (20) 

where 1 x A′= − −χ , 2 y B′= −χ , 3 x A′= −χ , 

4 y B′= − −χ , 

( ) ( )2 2 2
1 x A y B R′ ′= + + + −ω , 

( ) ( )2 2 2
2 x A y B R′ ′= + + − −ω , 

( ) ( )2 2 2
3 x A y B R′ ′= − + − −ω , 
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( ) ( )2 2 2
4 x A y B R′ ′= − + + −ω , 

1 x y A B R′ ′= − − − − −ψ , 2 x y A B R′ ′= − + − − −ψ , 

3 x y A B R′ ′= + − − −ψ , 4 x y A B R′ ′= − − − −ψ . 
Here A BA a a R′ = + + ; A BB b b R′ = + + , A BR r r= + . 

Let the objects 
5

1
i

i
A A

=
=  , { }i bA A∈  and 

5

1
j

j
B B

=
=  , 

{ }j bB A∈  (2) with ( ),A A Au x y=  and ( ),B B Bu x y=  

as the placement parameters respectively then the phi-
function for the pair of the objects is defined as follows: 

 

{ }min , 1, , 5, 1, , 5i jA BAB i jΦ = Φ = … = … ,   (21) 

 

where i jA BΦ  is the phi-function of the basic objects pair 
which form objects bA  and bB . 

A phi-function for the objects may be derived in the  
form (20), where 2 1x x x= − , 2 1y y y= − , 1 x A′= − −χ , 

2 y B′= −χ , 3 x A′= −χ , 4 y B′= − −χ , 

( ) ( )2 2 2
i i i ix A R y B R R′ ′= + − + + − −ω , 

i ix y A B R′ ′= + + + −ψ , 1, , 4i = … , A BA a a′ = + ,  

A BB b b′ = + , , , ,A B A Ba a b b   
are the length parameters which characterize the phi-
objects A  and B  respectively. 

Let us consider objects 
4

1
( )i
i

A K D
=

′ ′=   , { }cA A∈  

and 
4

1
( )c i
i

B K D
=

′′ ′′=   , { }cB A∈  (3) which have 

( ),A A Au x y=  and ( ),B B Bu x y=  as the placement 
parameters respectively. In this case the phi-function is 
defined as follows: 

 
min{ , , 1, , 4,iK DAB K K i′ ′′′ ′′Φ = Φ Φ = …  

  , 1, , 4}jK D j′′ ′
Φ = … ,                  (22) 

 
where K K′ ′′Φ  is a phi-function for cK A′ ⊂  and 

cK B′′ ⊂ ; iK D′ ′′Φ  is a phi-function for convex polygon 

cK A′ ⊂  and circular object cD B′′ ⊂ ; jK D′′ ′
Φ  is a phi-

function for convex polygon cK B′′ ⊂  and circular object 

cD A′ ⊂ . 

Containment constraints 
According to the object classification given in Section 

II of this work let us construct the phi-functions 
describing relation of the containment the objects in the 
placement area for all mentioned objects. 

 
 

Fig. 11. The placement of the three types of printing objects  
 
In view of the domain area specifics we note that the 

placement area is always a rectangle. As Figure 11 shows 
all of the objects have the half-width and the half-height 
as their parameter. Thus, based on the object of set A  and 
placement area * 2 / intRΩ = Ω  have the placement 
parameters ( ),A A Au x y=  and ( )* 0, 0u

Ω
=  then the 

following is true for all phi-object types of set A : 
 

{ }
*

min , 1, , 4A
i iΩΦ = = …χ ,                 (23)          

 
where ,H W  are the height and the width of the 
placement area respectively; 

1 x a= −χ , 2 w b x= − −χ , 3 y b= −χ , 4 h b y= − −χ , 

Ax x= , Ay y= . 

Distance constraints 
If the problems need the constraints (15), it should be 

taken using the normalized or pseudo-normalized phi-
function (see Fig. 10 a, b). 

The normalized phi-function for the type objects (1) 
can be defined by (20), assuming B Ax x x= − , 

B Ay y y= − , 1 x A′= − −χ , 2 y B′= −χ , 3 x A′= −χ , 

4 y B′= − −χ , ( ) ( )2 2
1 x A y B R′ ′= + + + −ω ,  

( ) ( )2 2
2 x A y B R′ ′= + + − −ω , 

( ) ( )2 2
3 x A y B R′ ′= − + − −ω , 

( ) ( )2 2
4 x A y B R′ ′= − + + −ω , 

1 x y A B R′ ′= − − − − −ψ , 2 x y A B R′ ′= − + − − −ψ , 

3 x y A B R′ ′= + − − −ψ , 4 x y A B R′ ′= − − − −ψ , 

A BA a a R′ = + + ; A BB b b R′ = + + .  
Here , , ,A B A Ba a b b  are the metric characteristics of 
objects A  and B  respectively, A BR r r= + ; ,A Br r  are 
the radii of the circles which are characterized the corner 
curving for the objects A  and B . 

The normalized phi-function for the type objects (2) 
can be defined by (20), assuming 2 1x x x= − , 

2 1y y y= − , 1 x A′= − −χ , 2 y B′= −χ , 3 x A′= −χ , 

4 y B′= − −χ ,  

( ) ( )2 2
i i i ix A R y B R R′ ′= + − + + − −ω , 

i ix y A B R′ ′= + + + −ψ , 1, 2, 3, 4i = ; A BA a a′ = +   
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A BB b b′ = + . Here , , ,A B A Ba a b b  are the metric 
characteristics of objects A  and B  respectively. 

The limitation of the determining the distances using 
the normalized phi-function is associated with the radicals 
that makes normalized phi-function use more complex in 
the local and the global optimization methods. Therefore 
it should be used the pseudo-normalized phi-function (12) 
to determine the distances between the objects. 

V. MATHEMATICAL MODEL AND SOLUTION STRATEGY 
Let us consider the printing objects placement problem 

of the given shape on the printing sheet in the following 
statement. 

Let a rectangular region 

( ){ }2, | 0 , 0P x y R x w y h= ∈ ≤ ≤ ≤ ≤  of variable 

length w  and height h , and objects 2
iA R⊂ , 

{ }1, ,mi I m∈ = …  be given. Also the minimal distance 

constraints are given: between objects iA  and jA , i.e. 

( ),i j ijA A −≥ρ ρ , , , mi j i j I≠ ∈ , as well as  between 

object 2
iA R⊂   and the frontier of  placement area Ω  

i.e. ( )*, ,i i mA i I−Ω ≥ ∈ρ ρ .  

Placement problem. Place objects iA , mi I∈  within 
placement area Ω  taking into account distance 
constraints so that  

 

( ) ( )*int i i iA u S∩ Ω ⊕ = ∅ , 

( )int i j ijA A S∩ ⊕ = ∅ , , , mi j i j I≠ ∈ ,       

 
where 2,i ijS S R⊂  are circles of  radii i

−ρ  and ij
−ρ  

respectively. 
In the phi-function terms the constraints can be 

described by the inequalities (13)-(15) and the placement 
problem can be formulated as the following optimisation 
problem: 

 
( )min F u , s.t. 2 2mu W R +∈ ⊂           (24) 

 
where  ( )1 2, , , , , mu h w u u u= … , ( )F u h w= ⋅ ,  

 ( )
 ( )

2 2 : , 0, 1, 2, , ;

0, 0, 1, 2, .., ;

m
ij i j

i i

u R u u i j m
W

u i m

+ ∈ Φ ≥ < == 
Φ ≥ =



min max min max,h h h w w w≤ ≤ ≤ ≤ .  
The problem (24) is the nonlinear mathematical 

programming problem with the linear objective function, 
a solution space (a feasible region) W  is described using 

( )1 1n
n

−  inequalities in the form  ( , ) 0ij i ju uΦ ≥   and n  

inequalities in the form  (0, ) 0i iuΦ ≥ ; phi-inequality 

 ( , ) 0ij i ju uΦ ≥  provides non-overlapping of objects 

( )i iA u  and ( )j jA u , 2, ,i j n< = … ; the condition 

 (0, ) 0i iuΦ ≥  provides the containment of objects 

( )i iA u  to placement area P , 1, 2, ,i n= … ; m  
makes it possible to determine the number of objects 
which are placed in the area. 

It is well known that feasible region W  of problem 

(24) can be represented as a union of subregions kW ,  
1, 2, ,i = … η , because each phi-function is a 

superposition of the finite number of the minimum or the 
maximum functions.  

Therefore to solve the problem (24) it is always 
possible to construct a solution tree. Each terminal node 
there corresponds to a non-linear inequality system which 
describe subregion kW . 

The problem (24) can be reduced to the following 
problem: 

 

( ) ( ){ }* min , 1, 2, ...,k kF u F u k= = η ,          (25) 

where 
 

( ) ( )* minkF u F u= , s.t. ku W∈ .               (26) 

 
Based on the characteristics of problem (24) we 

conclude that the problem is a multiextremal and NP-
hard. We propose the solution strategy based on [13] 
which involves: construction of starting points from the 
feasible region; searching for a local minima of 
subproblems (26); searching for a good local optimal 
placement of problem (24).  

This algorithm finds good solutions with reasonable 
computation times that do not increase significantly with 
the complexity of the objects. In order to obtain a good 
starting solution 0u W∈  the algorithm employs a fast 
and the efficient heuristic given in [8]. The heuristic is 
based on searching for an approximate solution of 
problem (24) provided that the placement parameters of 
objects take discrete values. Then the algorithm applies 
IPOPT [14] search for local minima. Below we give a 
description of the algorithm. 

Let us define function 
 ( ) min{ ( , ), 1, ..., , (0, ), 1, ..., }.ij ii j iu u u i j n u i nΛ = Φ < = Φ =

Our aim is to extract from 0( ) 0uΛ ≥  an inequality 
system, which describes subregion sW W⊂ , such that 

0
su W∈ ,  using the solution tree strategy proposed in 

[13]. We form the subregion sW  as follows.  
Each basic phi-function kΦ  may be given in the form: 
 

1,.., 1,.., 1,...,
max max min

kk k i

k k
k i ij

i i j J
f f

= η = η =
Φ = = , 
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where  k
ijf  are infinitely-differentiable functions. Since 

1,...,
min 0

k
i

k
ij

j J
f

=
≥  is equivalent to 0k

ijf ≥  for all j , and 

1,..,
max 0

k

k
i

i
f

= η
≥  means at least one of the inequalities, say 

0
0k

if ≥  has to be fulfilled, each of these terms can be 

considered as a system of (in general non-linear) 
inequalities. Then for each inequality 0kΦ ≥  we may 
construct a tree, called a basic phi-tree and noted by kℑ , 
and kη  means the number of terminal nodes of  the basic 
phi-tree. Each terminal node of kℑ  corresponds to a 

system of inequalities 0k
if ≥ , 1, 2, ..., ki = η .  

The solution tree ℑ  describes feasible region W  of 
problem (24). We realise an exhaustive search of nodes 

1
1, 1, ...,sv s = η , of the first level of the solution tree ℑ  

sequentially and search for the number 1s  such that 

1 1
1 0 1 0 1 0 1 0 1 0

1 2( ) ( ) max{ ( ), ( ), ..., ( )}sf u f u f u f u f uη= =

Then we realize an exhaustive search of offsprings 2
sv , 

21, ...,s = η , of node 
1

1
sv  and search for the number 2s  

such that 
 

2 1
2 0 2 0 2 0 2 0 2 0

1 2( ) ( ) max{ ( ), ( ), ..., ( )}sf u f u f u f u f uη= =

and so on. 
On the n-th level of our solution tree ℑ  we realise an 

exhaustive search of nodes , 1, ...,n
s nv s = η  which are 

offsprings of node 
1

1
n

n
sv

−

−  and search for the number ns  

such that 
 

0 0 0 0 0
1 2( ) ( ) max{ ( ), ( ), ..., ( )}

n n
n n n n n
sf u f u f u f u f uη= =

 
 
Then we form inequality system which corresponds to 

s-th terminal node of our solution tree ℑ  in the form: 

{
1 2
1 2: 0, 0, ..., 0, 0}

n
n

s s s sW u R f f fσ= ∈ ≥ ≥ ≥ λ ≥ . To 

each sequence of numbers 1 2, , ..., , ...,k ns s s s  there 
corresponds the number s  . 

Finally, we solve problem min ( )
su W

F u
∈

starting from 

point 0u .  

VI. CONCLUSION 
The proposed mathematical model and solution 

strategy allow us to employ the local and the global 
optimisation methods for solving the optimisation 
placement problem of printing objects.  

The real placement problem of printing objects can be 
applied in the publishing-printing houses. Using the 
mathematical model allows us to get the layout templates 
for printing the different objects from several clients in 
one time reducing the time for processing the order and 

saving the material, which can be used for order group 
printing. Due to the involvement the proposed solution 
strategy to the production the publishing-printing houses 
can reduce the material waste by saving the material and 
this will influence to the environment pollution reduction. 
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Abstract — When designing a wireless sensor network 

(WSN) with autonomous nodes there emerges an issue how to 
provide the maximum duration of its life. For this purpose the 
use of multipath routing with support of the regime of energy 
balancing nodes is proposed in the article. The model for study 
of algorithms, multipath routing considering redressing the 
imbalance of power consumption in WSN transit nodes is 
developed. 

 
Keywords: wireless sensor network, routing, power, 

imbalance. 

I. INTRODUCTION 
utonomous wireless sensor networks (WSN) are a 
special direction of development of telecommunication 

networks (TCS). The load on the communication lines 
WSN can fluctuate significantly over time: from the 
formation of a constant flow of information to rare, short 
signals or packets. In some cases, transmission of 
information from the sensor occurs only as a result of 
occurrence of certain events. Information signals may be 
analog or digital, and data to transfer, image, speech, etc. 
Unlike traditional TCS where by routing methods the 
maximum volume of traffic in the WSN is achieved, this 
task is usually not necessary. Is not important and the order 
of the nodes participating in the routing process. What is 
important is the accuracy of the transmitted commands or 
messages with a maximum length of the lifetime WSN. To 
increase duration of time the network operation saving 
power both of the sensor and other network nodes operating 
independently is of particular importance. This imposes a 
restriction on the choice of FSU routing protocols on the 
topology of the network and the strategy of nodes 
relationship.  
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II. ANALYSIS OF PUBLISHED DATA AND PROBLEM 
STATEMENT 

Improving the energy efficiency of nodes WSN is a hot 
topic for many researchers. The following is an analysis of 
the number of publications devoted to reducing energy 
consumption and optimization modes WSN. 

Energy balancing of data transfer route is considered in 
Y. Chen [1]. The proposed new approach to routing EBMR 
(Energy-Balancing Multipath Routing), is based on the 
account of the energy sources of supply constraints for 
nodes with WSN energy balancing route. The method of 
dynamic reconfiguration of WSN described in [2], allows to 
optimize traffic flow on the criterion of maximizing the 
time of its life. With the help of a set of programs 
developed by the author the proposed methods and 
algorithms for dynamic reconfiguration of the existing 
network are compared, and the dependence of the lifetime 
of a possible increment of the parameters of operation of 
the network sensor nodes and mobile runoff is investigated. 
In the work [3] the author noted that when the energy 
parameters and the level of signal / noise ratio of the sensor 
network topology changes for each cycle of the network. 
Moreover, since the choice of the headend is based on 
residual energy, each node can be selected mainly in a 
cluster, and thus the life of the sensor network can be 
extended in general. The large number of scientific papers 
on the development of methods to reduce energy 
consumption WSN suggests that research questions are 
relevant. Each of the considered methods has its advantages 
and disadvantages and is well suited for a particular 
situation. 

III. PROBLEM FORMULATION  
The object of study is the process of functioning of the 

autonomous wireless sensor network. The purpose of work 
is the increase of lifetime of the autonomous WSN through 
the use of algorithms for routing support of the regime of 
nodes energy balancing. To achieve the goal the task is 
defined: - development of model for the study of 
algorithms, multipath routing considering redressing the 
imbalance of power consumption in the transit nodes WSN. 
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IV. STATEMENT OF THE PROBLEM OF ROUTING 
CONSIDERING REDRESSING THE IMBALANCE OF POWER 

CONSUMPTION IN THE TRANSIT NODES OF WIRELESS SENSOR 
NETWORK 

Let us consider a network consisting of m  routing 
nodes. As part of the basic model network configuration is 
described by a graph ( )sss E,VG = , where 

{ }m321s ,...,,,V αααα=  – a plurality of network routing 
nodes, { }n321s ,...,,,E ββββ=   – a plurality of 
communication channels (Fig. 1). For each communication 
channel sE)j,i( ∈  given its carrying capacity j,ic . 

Magnitude j,ix  describes the proportion of the incoming 

traffic flowing in the duct sE)j,i( ∈ .  
If the role of nodes is dynamically changed and the 

network topology is reconstructed, it is possible to bring the 
lifetime of the network to the terminal device (TD) lifetime. 
This may increase the lifetime due to the fact that most of 
the time each of the nodes will be in the role TD. In 
addition the set of concurrent routing nodes (RN) cyclically 
follow each other. Decisions on how to rebuild the topology 
are taken at the level of the network coordinator.  

 

.

...
i j

i, jx
i, jc

s(i, j) E ;∈
s s sG (V , E )=

1α

2α

3α
mα

r r

 
Fig. 1. An example of a graph for describing the network model 

 
We solve the problem of maximizing the lifetime of the 

network. We construct all related subgraphs kT , K,1k ∈  
graph sG , it is a tree with a root element containing all 
vertices sG . kR  - set of all RNs of the graph kT . 

Consider an arbitrary subset S
1ssk }R{ =  of a plurality 

K
1kk}R{ = . We have S  independent sets of plurality 

S
1ssk }R{ =  each comprising uS  RNs and uSS −  TDs. Then 

the average current in the node jα  is expressed by the 

formula 

     ( )
S

SIII
S
SSI

S
SII u

ERE
u

E
u

Rj −+=





 −

+





= ,     (1)                   

where RI  — an average current strength in BI time 
(Beacon Interval — interval between beacons) at a node 
located as RN; EI  — an average current strength in BI for 

a node which currently plays the role of TD. The lifetime of 
the device is determined by WSN with the shortest lifetime 

max
I

Q
minT

j

jbat

j
WSN →= ,                     (2) 

where jbatQ  — battery charge of the node jα . For 

simplicity, we assume that at the initial time all devices 
have the same battery charge batjbat QQ = . Then the 

condition (2) becomes 

( ) min
S

Smax
IIIImax u

u

ERE
j

j →−+= .             (3) 

If sets S
1ssk }R{ =  are independent, }1;0{SS,1s u ∈→∈∀ , 

therefore 1Smax u =  and there remained only one condition  
maxS → .                                (4) 

This is the required condition. Thus, in order to achieve a 
maximization of network life time it is necessary to find the 
maximum number of independent sets of routers. 

Statement of the problem of routing in view of redressing 
the imbalance of power consumption in the transit nodes 
WSN: 

Given: 
- number of communication channels in the network ( n ); 
- number of nodes in the network ( m ); 
- the sending node packages jα ; 

- the recipient node packages jα ; 

- network bandwidth ( j,ic ); 

- metric of communication channels ( j,if ); 

- traffic intensity incoming in the network ( r ). 
It is necessary to define: 
- the way (ways) from the sending node to the recipient 

node, that passes along the channels of the simulated 
network and are "optimal" in the framework of the selected 
metrics; 

- the dependence of the number of ways which are used 
during routing, as a function of the intensity of the traffic 
entering the network; 

- the dependence of energy consumption on the number 
of engaged nodes. 

V. MODEL OF MULTIPATH ROUTING USING TRAFFIC 
ENGINEERING TECHNOLOGY IN THE FORM OF THE 

QUADRATIC PROGRAMMING PROBLEM  
Let the network structure and the capacities of its of 

communication channels are shown in Fig. 2. Then the total 
number of nodes in the network is equal to five (m = 5), and 
the total number of links is ten (n = 10). Let the sending 
node packages be the unit 1 and unit-recipient – the unit 5. 
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Fig. 2. The structure of the simulated network 

 
The number of communication channels in the network 

( n ) defines the dimension of the vector x , variables j,ix  

of which characterizes the share of traffic in the channel of 
communication between the i -th and j -th nodes. The 
dimension of the vector metrics f  corresponds to the 
number of communication channels in the network ( n ), 
variables j,if  which characterize metric communication 

channel between i -th and j -th nodes. To implement 
multipath routing coordinates of the vector x  the following 
restrictions are imposed 

,1x0 j,i ≤≤ ji;m,nj,i ≠= ,                 (5)                                         

where the variables j,ix  can take values in the interval from 

zero to one. The physical meaning of the variables (5) 
determines the possibility of branching into several flow 
paths in the network, i.e. traffic may be transmitted as one 
or a plurality of ways. In this case, each communication 
channel will be assigned to the metric, 

j,i

7

j,i c
10f = , 

where j,ic  - bandwidth connections between i - th and j - 

th nodes (1/s). 
In the course of solving the problem of routing is 

important to prevent packet loss at the network nodes in the 
network as a whole, it is necessary to ensure that the 
conditions of conservation of flux: 

( ) ( )

( ) ( )

( ) ( )












−=∑−∑

=∑−∑

=∑−∑

noderecipient for ,1xx

nodest for transi,0xx

nodesender for ,1xx

i,j
i,j:j

j,i
j,i:j

i,j
i,j:j

j,i
j,i:j

i,j
i,j:j

j,i
j,i:j

   (6)                         

In addition, it is necessary to ensure fulfillment of the 
conditions in the channels to prevent overloading the 
network:  

 
 
 

( )ji;m,nj,i,cxr j,ij,i ≠=≤⋅  .          (7)                                         

 
To solve the problem we use the model of multipath 

routing using the technology of Traffic Engineering where 
as the objective function to be minimized the quadratic 
form is used: 

[ ]xfHxxmin tt
x

+ , 

where H  - additionally defined diagonal matrix of 
nn × size, coordinates of which (like the vector f ) 

characterize metric of communication channels. 
Thus, the solution to the problem of multipath routing 

using the technology of Traffic Engineering is reduced to 
solving the optimization problem of quadratic programming 
using the tool «Optimization Toolbox» of MatLab package 
v.14.b, which is represented by subroutine «quadprog»:  

[x,fval]=quadprog(H,[],A,b,Aeq,beq,lb,ub) – decision, 
[ ]xfHxxminfval tt

x
+=  при beqxAeq =⋅ , bxA ≤⋅  и 

ubxlb ≤≤ , 
where ( )fdiagH = , that is, the main diagonal matrix H  are 
located metrics of communication channels;  

f, x, b, beq - vectors, A and Aeq - matrix, lb и ub – 
column vectors of size n, and in accordance with the 
expression (5), all coordinates of the vector lb zero, and all 
the coordinates of the vector ub equate units. To describe 
the routing problem in the formalism of the conditions of 
preservation of the environment MatLab flow (6) should be 
submitted in vector-matrix form: beqxAeq =⋅ . Thus, the 
matrix Aeq has dimension nm × , the coordinates of which 
take numerical values {-1,0,1} at ( )n,1i,m,1j == : 

1a i,j = , if i-th communication channel exits from j-th 

node; 
1a i,j −= , if i-th communication channel enters in j-th 

node; 
0a i,j = , if i-th communication channel is not incident j-

th node. 
The dimension of the vector beq  It corresponds to the 

number of nodes in the network (m), and its coordinates are 
formed as follows ( )m,1j = : 

1beq j = , if i-th is the node-sender; 

1beq j −= , if i-th node is receiving packets; 

0beq j = , if i-th is transit node. 

Condition (7) must also be to submitted in vector-matrix 
form of inequality bxA ≤⋅ . 
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Example of routing and address problems in Matlab. 
Form the unknown vector x and the vector of metrics f: 
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








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



























=

5,4

2,4

5,3

4,3

2,3

5,2

5,1

4,1

3,1
2,1

x

x

x

x

x

x

x

x

x
x

x ,  













































=









































=

4/250/10

4/250/10

4/250/10

4/250/10
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f

f

f

f

f

f

f

f

f
f
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7

7

7

7

7

7

7

7

7

7

5,4

2,4

5,3

4,3

2,3

5,2

5,1

4,1

3,1
2,1

 . (8)                                    

 
Formalize the preservation of flow in the network nodes 

(6): 
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1xxxx

5,45,33,25,1

5,42,44,14,3

5,34,32,33,1

5,22,42,32,1

5,14,13,12,1

. 

We form a matrix Aeq and vector beq: 
















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


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0011110000
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0110000011

Aeq ,  
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
















−

=

1
0
0
0
1

beq , 

formalize conditions to prevent overloading of 
communication channels (7): 
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Form the matrix A and the vector b: 
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c

b , 

where lamdaL = . 
For the structure of the network with bandwidth of its 

communications channels, presented in Fig. 2, a diagonal 
matrix of metrics channels has the form: 
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H
, 

 
where 4/250/10h 7

1,1 = .
 

( )fdiagH = , that is, there are metrics of communication 
channels on the main diagonal matrix H  (8). 

In accordance with the original data intensity of 
incoming traffic at r = 250 all the ways except for 3, 5 and 7 
will be used. Thus through 2, 3 and 4 node passes on 
33,3(3)% transmitted traffic - with an intensity 83,3 (3). 
Thus, for 2, 3 and 4 node energy consumption is distributed 
evenly. This ratio will not change with a decrease in 
intensity incoming traffic. By increasing the number of 
nodes involved repeaters for multipath routing incoming 
traffic will be equally shared between all RNs. Thus, for the 
example of considered life expectancy has increased in 
proportion to the number of WSN nodes involved repeaters, 
between which the load is redistributed. 

V. CONCLUSION  
The studies have shown that if the role of nodes is 

dynamically changed and rebuilt the topology of the 
network, we can bring the network to lifetime of TD. This 
may increase the lifetime due to the fact that most of the 
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time, each of the nodes will be in the role of TD. In addition 
the set of concurrent RNs cyclically follow each other. 
Decisions on how to rebuild the topology of the network 
are taken by a coordinator.  

Also the author solved the problem of multipath routing 
in view of redressing the imbalance of power consumption. 
To achieve maximizing network lifetime it is necessary to 
find the maximum number of independent sets of routers. In 
solving the optimization problem of quadratic programming 
a uniform load between the transit nodes is obtained and 
hence their energy consumption will be the same. 
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Abstract – The article provides the method of formation of 

the sum code with minimum total number of undetectable er-
rors. The code, suggested by authors, has the same number of 
check bits, as a classic Berger code, but also has a better detec-
tion ability, particularly within the area of low multiplicity 
errors in data vectors. New sum code allows to develop concur-
rent error detection (CED) systems of logic units of automation 
and computer devices with low equipment redundancy and a 
high percentage of error detection in controlled blocks. 
 

I. INTRODUCTION 
 

um codes are often used for data transmission and pro-
cessing systems, as well as for design of reliable sys-
tems of automation and computer devices [1-9]. One of 
the examples of application of sum codes is a concur-

rent error detection (CED) system of arithmetical-logical 
units, that make a part of any modern systems of automation 
control [10-14]. 

The CED system structure is presented in Fig. 1. There, 
the initial arithmetical-logical unit F(x), that realizes the 
system of operational Boolean functions                           
f1(x), f2(x), …, fm(x), is equipped with the special control 
equipment. The control equipment includes the reference 
logic block G(x), calculating the values of test functions 
g1(x), g2(x), …, gk(x), and the self-checking checker, that 
registers the conformance of the values of operational and 
test functions at any given time. This conformance is estab-
lished at the CED system design stage and usually deter-
mined according to the rules of formation of preselected 
sum code. So the block F(x) outputs are matched with the 
data vector of length m, and the block G(x) outputs – with 
the check vector of length k. Those significant parameters of 
the CED system as detection ability and equipment redun-
dancy are substantially depend on the rules of code for-
mation, and the latter, in its turn, effects the power con-
sumption, processing speed, testability and other character-
istics of built discrete system [15,16]. 

The structure, shown in Fig. 1, in practice is built under 
condition of 100% detection of single faults [1,17]. By the 

Manuscript received January 18, 2015.  
Valery Sapozhnikov is with the Petersburg State Transport University, 

Automation and Remote Control on Railways Department, Russian Federa-
tion.  

Vladimir Sapozhnikov is with the Petersburg State Transport University, 
Automation and Remote Control on Railways Department, RF.  

Dmitry Efanov is with the Petersburg State Transport University, Auto-
mation and Remote Control on Railways Department, RF (corresponding 
author to provide e-mail: mitriche@yandex.ru). 

Vyacheslav Dmitriev is with the Petersburg State Transport University, 
Automation and Remote Control on Railways Department, RF. 

Maria Cherepanova is with the Petersburg State Transport University, 
Automation and Remote Control on Railways Department, RF. 

reason of separate implementation of the blocks F(x), G(x) 
and checker at any given time the fault can occur only in 
one element of CED system. The reference logic block 
faults distort the values of test functions, that is registered by 
the checker. The checker, as the watchdog in CED system, 
is built as a self-checking device and thus detects its own 
faults at leas in one input set [1]. The CED system task is to 
provide the detection of single faults in block F(x), when the 
internal configuration of links between logic elements with-
in it can result in occurrence of distortions of different mul-
tiplicities in the values of output vector. Therefore, it is pos-
sible to consider the characteristics of sum code based on 
error detection in data vectors, studying by this the features 
of the CED system itself. 

Different sum codes have different characteristics of er-
ror detection in data vectors and allow to build systems with 
various technical specifications. This paper is dedicated to 
the study of sum codes, that have minimum total number of 
undetectable errors in data vectors, as well as decreased 
number of double undetectable errors in comparison with 
classic sum codes. 

II. ANALYSIS OF BERGER CODES AND SUM CODES WITH 
WEIGHTED TRANSITIONS PROPERTIES FOR ERROR DETECTION 

IN DATA VECTORS 
Classic sum code, or Berger code [18], is built based on 

the following principle: data vector weight r (the sum of one 
data bits), and then the obtained value is presented in binary 
form and recorded into the bits of the check vector. The 
number of check bits in Berger code is calculated using the 
formula: ( ) 1log2 += mk  (notation  ...  is an integer, up-
ward to the calculating value). Hereafter referred the Berger 
code to as S(m,k)-code. 

In S(m,k)-code the same check vector corresponds to all 
data vectors with the same weight. For this value r is r

mC  of 
data vectors. With increasing of r the number of data vec-
tors, corresponding to the same check vector, increases with 
its maximum at 

2
m  for the even m and at 

2
1−m  for the odd 

m, and then grows away. Such distribution of data vectors 
between the check vectors results in the fact, that S(m,k)-
code does not detect significantly large amount of errors in 
data vectors. For example, S(5,3)-code does not detect 220 
errors in data vectors, that forms 22.18% of all possible er-
rors in data vectors (i.e. this code does not detect slightly 
less than one fourth of errors in data vectors). With low val-
ue of detection ability all S(m,k)-codes also have low effi-
ciency of low multiplicities error detection – these codes do 
not detect 50% of double errors, 37.5% of quadruple errors, 
31.25% six-fold errors, etc. [19]. 

S 
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Fig. 1. CED system structure 

 
So the problem of increasing the detection abiliity arises, 

which includes the detection ability within the area of low 
multiplicity errors, on condition of keeping the number of 
check bits in the code. Practically speaking, for example, in 
CED systems the solution of this problem will allow to de-
tect the bigger number of single faults of controlled logic 
unit without increasing the equipment redundancy. 

In [20] the term of an optimum separable code by the 
criterion of minimum number of undetectable errors for the 
specified values of m and k was introduced. The optimum 
code has a uniform distribution of all m2  data vectors 
among k2  check vectors and does not detect  

( ),122min
, −= −kmm
kmN   (1) 

errors in data vectors. For instance, the optimum code, 
where m=5 and k=3, has ( ) 96332122 355min

3,5 =⋅=−= −N  
undetectable errors, i.e. 2.29 times less than  S(5,3)-code. 
The same paper suggests the method for improving the 
S(m,k)-codes characteristics for error detection in data vec-
tors without sacrificing the number of check bits. This 
method is based on transformation of each Berger code 
word in its check part using the specific algorithm. This 
algorithm implicates the determination of the vector weight 
to the modulus ( )  11log22 −+= mM  and using the correction 
factor, equals to modulo two sum of values of some data 
vector bits. Modified Berger codes, at an average, detect 
twice as many errors in data vectors as classic S(m,k)-codes, 
however, they are not the optimum codes. In [21-23] there is 
a suggestion of the line of modified Berger codes, that are 
obtained by establishing the modulus for data vector weight 
determination, selected from the set 

( ) { }21log22;...;4;2 −+∈ mM . These codes have decreased num-
ber of check bits in comparison with Berger codes. Modu-
lar-modified Berger codes with its m and k values are also 
not an optimum (excluding the code, where M=2, that has 2 
check bits). 

Optimum sum code with the same number of check bits 
as Berger code, can be built by alteration of the algorithm of 
formation of the sum code with weighted transitions             
[24-26]: 

Algorithm 1. Check vectors obtaining for sum code with 
weighted transitions: 

1. Data vector bits are considered, that have the adjacent 
positions. 

2. Each transition from the bit to the bit it is assigned the 
weight ratio from the positive integers (1, 2, …, m–1), start-
ing from the lower order bit. 

3. The sum of so called active transitions (transition be-
tween the bit is called active, if the modulo two sum of the 
values of adjacent bits equals 1) is calculated.  

4. Obtained value is presented in binary form and rec-
orded in check vector. 

Let us set the sum code with weighted transitions as 
WT(m,k)-code.  

WT(m,k)-code detects bigger number of errors in data 
vectors, than S(m,k)-code, and however it has the increased 
number of check bits. This number is equals 

( )




 −

=
2

1log2
mmk . The increased number of check bits 

in WT(m,k)-code in comparison with S(m,k)-code results in 
increase of complexity of control equipment in CED system 
(see Fig. 1). Besides, the check bits of WT(m,k)-code are 
used ineffectively – WT(m,k)-codes are not optimum codes 
[27]. Optimum code are obtained by using the following 
algorithm of formation. 

Algorithm 2. Check vectors obtaining for modified sum 
code with weighted transitions: 

1. The steps 1 – 3 of Algorithm 1 are carried out. 
2. The modulus  ( ) 1log22 += mM  value is established (this 

is the modulus of Berger code). 
3. The sum V of so called active transitions is calculated.  
4. The least non-negative residue of V value for estab-

lished modulus is calculated: ( ) MVW mod= . 
5. The number W is presented in binary form and record-

ed in check vector. 
To demonstrate the operation of algorithm of formation 

of modified sum code with weighted transitions or 
WTM(m,k)-code, let us use the example of WT8(5,3)-code 
formation. Table I presents the weight ratios of each transi-
tion between the bits of data vector, and Table 2 presents all 
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code words of WT8(5,3)-code. For instance, in <00101> 
data vector transitions are considered active between the bits 
x1 and x2, x2 and x3, x3 and x4. To obtain V value it is neces-
sary to sum up the weight ratios of these transitions: 
V=w1,2+w2,3+w3,4=1+2+3=6. The least non-negative residue 
of V equals to W=(6)mod8=6, that in binary form is present-
ed as <110>. 

 
TABLE I 

WEIGHT RATIOS OF TRANSITIONS IN DATA VECTOR 
w4,5 w3,4 w2,3 w1,2 

4 3 2 1 
 

By analyzing Table II, it is not too difficult to notice that 
V values for data vectors, equidistant form the middle of the 
table (these vectors have opposite values of similar bits), are 
equal. At that the number of repeating V values is unequal 
(Table III). This results in the irregularity in the distribution 
of data vectors of WT(m,k)-code among the check vectors 
(within the test groups). Implementing the modification of 
WT(m,k)-code under Algorithm 2, this disadvantage is elim-
inated, because the calculation is made up to the value M–
1=7: (8)mod8=0, (9)mod8=1 и (10)mod8=2. 
 

TABLE II 
CODE WORDS OF WT8(5,3)-CODE 

№ Data vector bits V W=(V)mod8 Check vector bits 
x5 x4 x3 x2 x1 y3 y2 y1 

0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 1 1 1 0 0 1 
2 0 0 0 1 0 3 3 0 1 1 
3 0 0 0 1 1 2 2 0 1 0 
4 0 0 1 0 0 5 5 1 0 1 
5 0 0 1 0 1 6 6 1 1 0 
6 0 0 1 1 0 4 4 1 0 0 
7 0 0 1 1 1 3 3 0 1 1 
8 0 1 0 0 0 7 7 1 1 1 
9 0 1 0 0 1 8 0 0 0 0 
10 0 1 0 1 0 10 2 0 1 0 
11 0 1 0 1 1 9 1 0 0 1 
12 0 1 1 0 0 6 6 1 1 0 
13 0 1 1 0 1 7 7 1 1 1 
14 0 1 1 1 0 5 5 1 0 1 
15 0 1 1 1 1 4 4 1 0 0 
16 1 0 0 0 0 4 4 1 0 0 
17 1 0 0 0 1 5 5 1 0 1 
18 1 0 0 1 0 7 7 1 1 1 
19 1 0 0 1 1 6 6 1 1 0 
20 1 0 1 0 0 9 1 0 0 1 
21 1 0 1 0 1 10 2 0 1 0 
22 1 0 1 1 0 8 0 0 0 0 
23 1 0 1 1 1 7 7 1 1 1 
24 1 1 0 0 0 3 3 0 1 1 
25 1 1 0 0 1 4 4 1 0 0 
26 1 1 0 1 0 6 6 1 1 0 
27 1 1 0 1 1 5 5 1 0 1 
28 1 1 1 0 0 2 2 0 1 0 
29 1 1 1 0 1 3 3 0 1 1 
30 1 1 1 1 0 1 1 0 0 1 
31 1 1 1 1 1 0 0 0 0 0 
 

TABLE III 
DISTRIBUTION OF V VALUES FOR WT8(5,3)-CODE FORMATION 

V 
0 1 2 3 4 5 6 7 8 9 10 
0 1 2 3 4 5 6 7 8 9 10 
   3 4 5 6 7    
      3 4 5 6 7       

 

Table IV provides the distribution of data vectors within 
the test groups for the WT8(5,3)-code of interest. Within 
each test group there are 4 data vectors. What is more, in 
virtue of the equality of V values for equidistant from the 
middle of Table II data vectors within each test group there 
are always two data vectors minimum, that differ from each 
other in all bits. This induces the undetectable errors of max-
imum multiplicity d=m in WT8(5,3)-code. Undetectable 
errors of lower multiplicities appear in WT8(5,3)-codes in 
case of distortions, that transfer data vectors of one test 
group into data vectors, not-equidistant from the middle of 
Table II. This type of distribution of data vectors among the 
test groups remains unchanged and for all WTM(m,k)-codes. 
The only exclusion is WTM(m,k)-codes with the number of 
data bits tm 2=  (t=1, 2, …). For these codes there is no fill-
ing the last test group, because the number of data bits is 
that the value 12 −= kW  does not form. Actually, where 
m=4, for example, maximum data vector weight is 
W=w1,2+w2,3+w3,4=1+2+3=6. 

Apropos WTM(m,k)-codes with data vectors lengths 
tm 2≠  (t=1, 2, …), it should be noticed that within each test 

group there are transitions for them similar by multiplicity. 
These transitions determine the number of distortions with 
different multiplicity within each test group. For example, 
Fig. 2 shows the graph of all possible transitions within 
<111> test group of WT8(5,3)-code. 

 

01000

01101

10111

10010

d=5

d=5

d=2d=2
d=3

d=3

 
Fig. 2. Transitions within  <111> test group of WT8(5,3)-code 

 
The total number of undetectable errors in WTM(m,k)-

codes is obtained by multiplying the number of errors within 
one test group by M.  

Table V5 provides the distribution of undetectable errors 
in data vectors of WTM(m,k)-codes for several m values. 
Analysis of such table allowed to establish the features of a 
new class of sum codes based on error detection in data vec-
tors: 

− any WTM(m,k)-code detects 100% of single distor-
tions (is a fault-tolerant code);  

− WTM(m,k)-codes with data vector lengths tm 2≠  
(t=1, 2, …) are optimum; 

− WTM(m,k)-codes with data vector lengths tm 2=  
(t=1, 2, …) are close to optimum, but not such codes; 

− WTM(m,k)-codes with even values of m detect 100% 
of errors of odd multiplicities in data vectors (any 
Berger codes have this feature); 

− WTM(m,k)-codes detect 100% of errors of multiplici-
ty d=m–1 in data vectors; 

− WTM(m,k)-codes do not detect 100% of errors of 
maximum multiplicity d=m in data vectors; 

− the number of undetectable errors of each multiplici-
ty (as well as the total number of undetectable errors) 
is multiple of modulus M. 
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The properties of WTM(m,k)-codes are explained by the 
rules of its formation. For example, fault-tolerance is ex-
plained by the fact, that for weight ratios the sequence of 
positive integers from 1 to m–1 is used, and modulus for 
residue determination is always bigger than the maximum 
transition weight in data vector: wm–1,m=m–1, 

( ) 1log22 += mM  and M>m–1. If modulus M will be equal to 

the weight of transition between the highest bits wm,m–1, so 
the residue of this value would be 0:                                  
(wm–1,m)modM=(M)modM=0. And this would mean that 
even with activation of transition the weight values in total 
sum W would always be 0, and the bit would be uncon-
trolled. 

 
 TABLE IV 

DISTRIBUTION OF DATA VECTORS OF WT8(5,3)-CODE WITHIN TEST GROUPS 
W=(V)mod8 

0 1 2 3 4 5 6 7 
Check vector 

000 001 010 011 100 101 110 111 
00000 00001 00011 00010 00110 00100 00101 01000 
01001 01011 01010 00111 01111 01110 01100 01101 
10110 10100 10101 11000 10000 10001 10011 10010 
11111 11110 11000 11101 11001 11011 11010 10111 

 
TABLE V  

DISTRIBUTION OF UNDETECTABLE ERRORS IN DATA VECTORS OF SOME WTM(M,K)-CODES 

m k M Distribution of undetectable errors by multiplicities, Nm,d Nm 1 2 3 4 5 6 7 8 9 10 11 12 
2 2 4 0 4                     4 
3 2 4 0 0 8                   8 
4 3 8 0 8 0 16                 24 
5 3 8 0 32 32 0 32               96 
6 3 8 0 192 0 192 0 64             448 
7 3 8 0 448 448 448 448 0 128           1920 
8 4 16 0 832 0 1936 0 832 0 256         3856 
9 4 16 0 2304 1280 4096 4096 1280 2304 0 512       15872 
10 4 16 0 7680 0 24064 0 24064 0 7680 0 1024     64512 
11 4 16 0 17408 7424 58496 45696 45696 58496 7424 17408 0 2048   260096 
12 4 16 0 44032 0 242688 0 466944 0 242688 0 44032 0 4096 1044480 
 
 

 
Fig. 3. Part of double undetectable errors in total number of double errors in S(m,k) and WTM(m,k)-codes 
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Fig. 3 gives the comparison of WTM(m,k)-codes and 
S(m,k)-codes by its ability of detection of double errors in 
data vectors – there is a function of the number of double 
undetectable errors in data vectors to the total number of 
double errors in data vectors (βd) by the data vector 
length. Based on Fig. 3 it follows that WTM(m,k)-codes 
more than twice as effective in double errors detection, as 
S(m,k)-codes. Such improvement is true and for errors of 
any even multiplicities (Table VI). Diagrams of Fig. 4 
show the function of ηm, which equals to the number of 
undetectable errors of given multiplicity in Berger codes 

and in weight-based codes of interest, to the data vector 
length m. The value ηm demonstrates what fold decrease 
the number of undetectable errors of given multiplicity in 
WTM(m,k)-codes in comparison with S(m,k)-codes with 
the specified m value. 

For odd m values the efficiency of detection of errors 
of even multiplicities in WTM(m,k)-codes, in comparison 
with m±1, increases, that happens due to the presence of 
errors of odd multiplicities within the class of undetecta-
ble errors in codes with odd m values. 

 

 
Fig. 4. Improving the characteristic of  double errors detection of WTM(m,k)-codes in comparison with S(m,k)-codes 

 
 

TABLE VI 
VALUE ΒD FOR EACH MULTIPLICITY FOR CLASSIC AND WEIGHT-BASED SUM CODES 

m Part of undetectable errors of multiplicity d in total number of errors of given multiplicity, % 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

WTM(m,k)-code 
2 0 100                                     
3 0 0 100                                   
4 0 8.33 0 100                                 
5 0 10 10 0 100                               
6 0 20 0 20 0 100                             
7 0 16.67 10 10 16.67 0 100                           
8 0 11.61 0 10.8 0 11.61 0 100                         
9 0 12.5 2.98 6.35 6.35 2.98 12.5 0 100                       
10 0 16.67 0 11.19 0 11.19 0 16.67 0 100                     
11 0 15.45 2.2 8.66 4.83 4.83 8.66 2.2 15.45 0 100                   
12 0 16.29 0 11.97 0 12.34 0 11.97 0 16.29 0 100                 
13 0 15.54 2.05 8.89 4.75 6.54 6.54 4.75 8.89 2.05 15.54 0 100               
14 0 16.35 0 12.76 0 12.27 0 12.27 0 12.76 0 16.35 0 100             
15 0 15.6 3.1 9.23 4.26 7.32 5.79 5.79 7.32 4.26 9.23 3.1 15.6 0 100           
16 0 11.88 0 6.61 0 6.15 0 6.15 0 6.15 0 6.61 0 11.88 0 100         
17 0 12.87 0.81 5.65 1.7 4.09 2.49 3.27 3.27 2.49 4.09 1.7 5.65 0.81 12.87 0 100       
18 0 14.71 0 7.25 0 6.26 0 6.15 0 6.15 0 6.26 0 7.25 0 14.71 0 100     
19 0 14.33 0.68 6.47 1.46 4.5 2.2 3.61 2.9 2.9 3.61 2.2 4.5 1.46 6.47 0.68 14.33 0 100   
20 0 14.61 0 7.47 0 6.43 0 6.2 0 6.16 0 6.2 0 6.43 0 7.47 0 14.61 0 100 

S(m,k)-code 
2÷20 0 50 0 37.5 0 31.25 0 27.34 0 24.61 0 22.56 0 20.95 0 19.64 0 18.55 0 17.62 
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III. CONCLUSION 
 

This paper suggests the method for formation of a sum 
code with minimum total number of undetectable errors 
in data vectors. Moreover, this new sum code more effec-
tively detects the errors of low multiplicities in data vec-
tors, than the classic Berger code. These advantages of 
WTM(m,k)-code can be considered while CED systems 
design with 100% detection of single faults in controlled 
logic units. 
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Abstract - The 2D semimetal consisting of heavy holes and 
light electrons is studied. The consideration is based on the 
assumption that electrons are quantized by magnetic field 
while holes remain classical. We assume also that the interac-
tion between components is weak and the conversion be-
tween components is absent. The kinetic equation for holes 
colliding with quantized electrons is utilized. It has been stat-
ed that the inter-component friction and corresponding cor-
rection to the dissipative conductivity σxx do not vanish at 
zero temperature due to degeneracy of the Landau levels. 
This correction arises when the Fermi level crosses the Lan-
dau level. The limits of kinetic equation applicability were 
found. We also study the situation of kinetic memory when 
particles repeatedly return to their meeting points. 
 

Key words: electron system, magnetic field, limit, kine-
tic equation, oscillator and distribution function. 

 
I. INTRODUCTION 

 
ince the discovery of quantum Hall effect, the problem of 
2D electron system in strong magnetic field has attracted 
big attention. It was generally accepted that the most in-

teresting thing is the low-temperature limit when all inelastic 
processes are frozen out and the system can be treated as the 
electron-impurity one. Here we concentrate our consideration 
on the case of semimetal with coexist-ing electrons and holes. 
Such systems based on 2D layers were obtained and have 
been intensively studied for the recent years [1, 2]. The speci-
ficity of semimetal is the presence of electron-hole scattering. 
Due to large density of the second com-ponent this process 
can be comparable with the impurity scattering. Usually, in 
the Fermi system at T=0 the in-terparticle scattering disap-
pears and the friction between components gives temperature 
additions T2 to the transport coefficients [3]. This is not the 
case in the system with a degenerate ground state, in particu-
lar, caused by the Landau quantization. In such a system the 
scattering redistributes particles within the degenerate state 
that needs no energy transfer [4]. 

 
II. PROBLEM FORMULATION 

 
We consider a 2D semimetal with qe equivalent electron 

valleys and qh equivalent hole valleys centered in points pe,i 
and ph,i, correspondingly. The conduction bands with energy 
spectra (p − pe,i)2/2me overlaps with the valence bands Eq− 
εp−ph,i, εp = p2/2mh (Eq > 0). The hole mass mh is assumed to 
be much larger than the electron mass me. The distances be-
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tween electron and hole extrema |ph,i − pe,j | are supposed to 
be large to suppress the electron-hole conversion. At the same 
time, the scattering between electrons and holes changing the 
momenta near extrema are permitted. Without the loss of 
generality, further we shall count the momenta from the band 
extrema and replace p − ph,j → p, p − pe,i → p. 

The system is placed in a moderately strong magnetic 
field, such that the electrons are quantized, while holes stay 
classical. In other words, the number of filled hole Landau 
levels Nh +1 is large, while the analogical electron number Ne 
+ 1 has the order of unity. We shall consider the low-
temperature limit when the electron transitions occur within 
the same Landau level and transitions between different elec-
tron Landau levels are forbidden. The energy conservation 
permits this process only when the Landau level is partially 
filled, i.e. in a state of compressible Landau liquid [5]. 

We shall neglect the rearrangement of the energy spec-
trum caused by the interaction between electrons and elec-
trons with holes. The Landau levels widening will be also 
neglected. The interaction of quantized gas with a classical 
one is an unusual situation. The kinetics of holes can be de-
scribed by a classical kinetic equation, while electrons need a 
quantum description. In accordance with above-mentioned, 
we shall use the states in crossed electric and magnetic fields 
ψn,k (r) = eiky φn((x − Xk )/a) / yaL , where φn are normalized 
oscillator functions, Ly is the normalizing length of the sys-
tem in y-direction, Xk = Xk

(0) − vd/ωe, Xk
(0) = −a2k is the coor-

dinate of the center of cyclotron motion, vd = c[E, H]/H2 is 
the drift velocity, a = c/eH is the magnetic length, ωe = 
eH/mec is the electron cyclotron frequency, −e is the electron 
charge; we set 1=  and will restore the dimensionality in the 
final expressions. The corresponding energy is presented by 
εn,k = ωe (n + 1/2) + eEXk. 

 
III. DISSIPATIVE CONDUCTIVITY 

 
The transmission of the momentum between electrons and 

holes is determined by the scattering processes. The collision 
term in the kinetic equation for holes in the Born approxima-
tion reads [6] 
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is the hole energy (mh is the hole effective mass). Due to the 
uniformity of the space the quantity γϕ  does not depend on 
the wave vector and coincides with the equilibrium distribu-
tion function. At zero temperature all factors ,0)(1 nn ≡−′ ϕϕ  
excluding the contribution with n = n_ = Ne, where Ne is the 
number of the last partially filled Landau level. The quantities 
Ne and νNe ≡ϕ  can be expressed via the electron density ne 
as Ne = [neπa2 /qe], ν = {neπa2 /qe} (square and figure brackets 
mean the integer and fractional parts). We shall expand the 
collision term with respect to weak non-equilibrium, assum-
ing that the electric field and the deviation of distribution 
function from equilibrium are small [7]. 
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Here pδf is linear in E correction to the hole distribution 

function, (0)
n

(0) ,f ϕp  are equilibrium distribution functions of 
holes and electrons, 
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Ln are the Laguerre polynomials. The function Rn(q) has a 
characteristic size in q-space 1/s. The parameter S is deter-
mined by the largest of sizes of potential L and wave func-
tions of electrons a 2(n + 1). In the coordinate space, S corre-
sponds to the typical impact parameter for scattering. Let us 
consider the hole transport. The kinetic equation for the 
nonequlibrium correction to the distribution function 

pδf reads 
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IV. FINITE LANDAU LEVEL WIDTH 

 
The crucial point for the previous consideration, in par-

ticular, for temperature-independent contribution of e-h scat-
tering to the dissipative conductivity is the presence of the 
Landau levels degeneracy. There are different sources of the 
Landau levels broadening. One source is the scattering of 
electrons on holes. The rate of this scattering γeh can be calcu-
lated summing the probability of scattering 

γW ′  over the fi-
nite states. The result is [8] 
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Like eD the width ehγ vanishes with the temperature, while 
the hole damping ehγ vanishes with the temperature, while the 
hole damping heγ stays finite at 0.T →  

The smallness of the Landau level width as compared 
with the temperature is the sufficient condition for the neglect 
of width. Estimations give ).χE/(em~/Tγ hF,

24
heh   The latter 

parameter is small if the holes are weakly interacting; this 
demand is supposed in the present study. In particular, the 
condition 1)Eχ/(em hF,

224
h <<  does not permit to consider 

the limit ∞→hm  when the holes become equivalent to im-
mobile impurities. On the other hand, ehγ  may be omitted at 
a low enough T as compared with temperature independent 
Landau level width iγ caused by the potential fluctuations. 
For a long-range potential iγ is proportional to the amplitude 
of potential. For developed fluctuations the self consistent 
Born approximation gives the width of the Landau levels 
proportional to in ( in is the impurity concentration) and the 
potential of individual impurity. The exception is the short-
range impurities with −δ like potential for which the part of 
the Landau level states i

2 na1/π − remains degenerate if 

,na1/π i
2 > while in states form a band of localized states 

with a finite width. In the case of the Landau level with a 
finite width ,γ i the interparticle scattering depends on the 
radio of the temperature T to the width. If ,γT i<< the e-h 
scattering is suppressed and if ,γT i>> the scattering does not 
notice the width. Thus, all the previous consideration of e-h 
scattering remains valid for intermediate temperature 

T.ω >  In the dissipative conductivity the scattering pro-
cesses affect quantized electrons in a parallel manner. One 
can sum up the contributions to electron xxσ  conductivity 
caused by impurity scattering and electron-hole processes. 
According to [9], the contribution to electron dissipative cur-
rent caused by short-range impurity scattering is 
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The reduced distance between the Fermi level and the Landau 
level with number Ne, ( ) γN,/ω1/2)(Nεμ eeF,e +−= is con-
nected with the quantity ν  by the equation 
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In the case of short-range impurities with small concentration 

,π/1n 2
i α<<  the absence of widening leads to the validity 

of the results obtained in the previous section up to zero tem-
perature. In a wider range 2

i α/π1n < the scattering rate he/τ1  

should be corrected by the factor 2
iπαn1−  reflecting the 

fraction of degenerate states. If the long-range potential fluc-
tuation case is realized the degeneracy disappears. In the ab-
sence of e-h scattering, the model of adiabatic transport is 
valid when electron cyclotron centers are drifting along the 
lines of constant potential. Without the external field only one 
infinite fractal level line of the fluctuating potential corre-
sponding to the percolation threshold exists. In the presence 
of the finite electric field, this level line decays to independ-
ent infinite entangled lines going across the external electric 
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field. The drift does not depend on the charge of particles: the 
velocities and trajectories of the cyclotron centers of quan-
tized electrons and classical holes are same [10]. The dissipa-
tive conductivity of electrons vanishes, while the Hall con-
ductivity changes stepwise between quantized /hNe2 values. 
In the lack of degeneracy, the temperature independent e-h 
scattering also disappears. 

 
V. CONCLUSION 

 
We have studied the influence of electron-hole interaction 

on transport in the system where electrons are quantized and 
holes are not. In these conditions, the second type of carriers 
plays its role as an additional (or exceptional) channel of scat-
tering. Weak electron-hole interaction can be considered in 
the Born approximation, despite the degeneracy of the Lan-
dau levels, in contrast to the impurity mechanism which is not 
perturbative in the quantizing magnetic field, even for a weak 
potential. The scattering of holes on quantized non-interacting 
electrons occurs if, and only if, the Landau level is partially 
filled. The chaotization results from the random distribution 
of electrons in the momentum space, and corresponding en-
tropy at zero temperature remains finite. The scattering of 
holes can be considered by means of kinetic equation 
approxima-tion when the Fermi level is near the center of the 
Lan-dau levels; the kinetic approximation loses applicability 
apart from the center; on the far wings the holes become lo-
calized. 
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Abstract—This paper is devoted to the proposition of the 

algorithm of secure multipath routing with optimal balancing 
message fragments number in MANET. The work considered the 
concept of the threshold secret sharing scheme in relation to 
secure routing using non-overlapping paths for the message 
fragments transmission. Based on the analysis of disadvantages 
of existing mechanism SPREAD, it was proposed to improve the 
fragments allocation model, which had been reduced to the 
optimal balancing of message fragments number transmitted 
over the non-overlapping paths. Several optimality criteria were 
suggested as to the solution of balancing problem using Shamir`s 
scheme with or without redundancy. In the comparative analysis 
it was justified to use optimality criterion in practice, providing, 
on the one hand, minimization of dynamically managed upper 
bound number of fragments transmitted over separate non-
overlapping paths in the network, and on the other hand –
adaptation to security parameters (probability of compromise) of 
individual network elements: nodes, links and paths. Numerical 
examples of models with different optimality criteria of the 
solutions obtained, and their comparative analysis were 
presented. Within the proposed algorithm it is suggested to use 
the model under which the minimum number of fragments is 
transmitted by the worst path in terms of the probability of 
compromise, whereas their maximum number - by the best path. 
 

Keywords—Secure routing, MANET, probability of 
compromise, number of fragments balancing, non-overlapping 
paths. 

I. INTRODUCTION 
OBILE self-organizing networks MANET (Mobile Ad 
Hoc Network) is widely used nowadays in various 

applications as it was shown by the analysis. In accordance 
with the principles of its construction MANET is a complex 
organizational and technical system, which includes 
distributed in a certain area mobile nodes with the role of the 
structural and functional adaptation to signal interference 
situation, number and content of the supported services, 
requirements to Quality of Service and security level of 
transmitted data. Along with the objectives of guaranteeing 
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Quality of Service in the MANET design and operation the 
key challenge is to ensure information security of the data 
transmitted by the network [1]. 

Compared to wired networks ensuring of information 
security in MANET is associated with the detection and 
prevention of many existing vulnerabilities and attacks [2]. 
Firstly, wireless channels are more susceptible to attacks such 
as passive listening (eavesdropping), active interference of 
signals and jamming. Secondly, the majority of routing 
protocols in MANET imply trusted interaction between 
participating nodes for packet transmission. Dependence on 
such interaction makes data more vulnerable to unauthorized 
access, data substitution, and attacks such as "Denial of 
Service" (DoS). Thirdly, the absence of fixed infrastructure 
and centralized management makes it difficult to apply many 
of the traditional solutions to ensure information security. 

II. THRESHOLD MESSAGE SHARING MECHANISM 
One of the approaches of ensuring the specified level of 

information security in communication networks is the 
implementation of SPREAD mechanism [3, 4], based on the 
multipath message routing after its fragmentation to parts in 
accordance with the Shamir`s scheme [3-5] (fig. 1). As a 
result of using SPREAD mechanism it is possible to reduce 
the probability of compromise of the transmitted message, 
because it complicates the adversary`s task: it must 
compromise not only one path that passed undivided message, 
but all paths transmitting its fragments. A message is 
compromised in case of unauthorized access to its content, i.e. 
in order to compromise the message, transmitted using 
SPREAD mechanism, all the paths used to deliver message 
fragments must be compromised. Thus, the fact of a 
compromised path is adversary access to all message 
fragments, transmitted over this path. 

It should be noted that probability of compromise of 
individual path depends on the number of nodes and links it 
consists of and their security parameters, i.e. each element of 
the path (node, link) can be compromised with a certain 
probability. In general, various paths used to transmit the 
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message fragments obtained in accordance with the Shamir`s 
scheme [3-5] can have different values of the probability of 
compromise. Unfortunately, under the well-known 
mathematical models [3, 4] devoted to realization of SPREAD 
in message fragments allocation over the non-overlapping 
paths security parameters (such as the probability of 
compromise) of these are not taken into account explicitly. 
Thus, the actual problem seems related to the improvement of 
the mathematical model of secure routing message transmitted 
over the network based on the optimal allocation of its 
fragments over non-overlapping paths resulting from the use 
of applying Shamir`s scheme, and comprehensive address to 
the security parameters of available paths. 

III. SECURE ROUTING MODELS 
Within the model let it be assumed that the following inputs 

are known:  
• msgS  and msgD  – sender and receiver of a transmitted 

message; 

• M  – number of used non-overlapping paths in routing 
message fragments; 

• ),( NT  – Shamir`s scheme parameters, where N  – total 
number of fragments, obtained by applying the Shamir`s 
scheme; T  – minimum number of fragments ( NT ≤ ) 
needed for the message reconstruction; 

• j
ip  – probability of compromise j -th element (node, 

link) of i -th path; 

• iM  – number of elements in the i -th path that can be 
compromised; 

• Pγ  – acceptable probability of compromise of message in 
the network. 

In addition, the following parameters should be introduced 
in the model description: 
• in  – number of fragments, transmitted over the i -th path 

( Mi ,1= ); 

• msgP  – probability of compromise for the whole message 
during its transmission by fragments over the network. 

It is assumed that the sender and the receiver are trusted, i.e. 
probability of compromise of the sender and receiver nodes is 

equal to zero. Furthermore, within the proposed solution (as in 
[3-5]) it is supposed that if the element (node, link) is 
compromised, all fragments transmitted through the element 
will also be compromised. Then the probability of 
compromise of the i -th path consisting of the iM  elements 
can be calculated by the expression 

∏
=

−−=−−−−=
i

i
M

j

j
i

M
iiii ppppp

1

21 111111 )()())((  .     (1) 

Besides, during the calculation of the control variables in  

( Mi ,1= ) regulating the allocation of the message fragments 
over the non-overlapping paths the following condition [2-4] 
must be met:  

∑
=

=
M

i
inN

1
.                                     (2) 

In the case of Shamir`s scheme with redundancy when 
NT <  the condition below must be satisfied 

TnN i <− , ( Mi ,1= ).                         (3) 
while when NT =  the following conditions must be met in 
the non-redundant sharing scheme 

11 −≤≤ Tni , ( Mi ,1= ).                       (4) 
Condition (4) ensures that in the case of compromising all 

the paths except i -th path an adversary cannot reconstruct the 
whole message. 

One of the main conditions to be satisfied within the secure 
routing is that the probability of compromise of the message 
transmitted over the network must not exceed a specified 
acceptable value 

PmsgP γ≤ .                                    (5) 
For example, the probability of compromise of a message 

divided to the N  fragments using Shamir`s scheme with 
parameters ),( NN  transmitted over the M  paths determined 
by the expression 

∏
=

=
M

i
imsg pP

1
.                                 (6) 

Satisfaction of condition (5) in accordance with expressions 
(1) and (6) must be provided during the pre-solution of the 
problem of calculation of the set of non-overlapping paths in 
the network. Model 1 may use expressions (1)-(6) proposed in 
works [3, 4]. Model 1 can be modified due to its 
disadvantages in relation to optimality of allocation message 
fragments over the transmission paths. 

Model 2 includes constraint conditions (1), (2), (4)-(6) but 
uses as a criterion of optimal allocation fragments number 
over the non-overlapping paths the minimum of objective 
function 

∑
=

=
M

i
iinpJ

1
,                                   (7), 

which ensures secure routing over the network when the 
maximum number of message fragments will be sent over the 
path with the minimum probability of compromise. 
Conversely over the path with the highest probability of 
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Fig. 1. Message fragmentation according to Shamir`s scheme. 

  

R&I, 2015, №1 27



 

compromise will be transmitted the minimum number of 
message fragments. 

Model 3 can be described by the following terms. To ensure 
the optimal balancing of transmitted message fragments over 
multiple non-overlapping paths to the structure of improved 
model additional conditions are introduced: 

β≤in  ( Mi ,1= ),                             (8) 
where β  is a dynamically managed upper bound number of 
fragments transmitted over separate non-overlapping paths in 
the network. 

Then, as a criterion for optimal solution for the allocation of 
the number of transmitted message fragments over non-
overlapping paths it is reasonable to choose the minimum of 
the following objective function 

∑
=

+=
M

i
iinpJ

1
β .                              (9) 

Minimization of equation (9) should be carried out under 
the conditions of constraint equations (2) and (8), thus 
reducing by the value β  maximum number of fragments 
transmitted in each of the selected paths. Introduction to the 

object function (9) the term ∑
=

M

i
iinp

1
 is aimed at achieving the 

following objective: if the total number of fragments N  is not 
a multiple of paths number M , then the greater number of 
fragments will be transmitted over the best path in terms of the 
probability of compromise. This is the main advantage of the 
proposed solution and difference from the existing models [3-
5]. 

Model 4 is represented by constraint conditions (1), (2), (5), 
(6), but the objective function below was chosen as optimality 
criterion  

( )∑
=

=
M

i
iinpJ

1

2 ,                             (10) 

which is an extension of the expression (7). 

IV. COMPARATIVE ANALYSIS OF SECURE ROUTING MODELS 
Comparative analysis of solving a problem of allocation 

message fragments over the non-overlapping paths of four 
models with different optimality criterions was performed. 

Features of the models and proposed solutions (Model 1 ÷ 
Model 4) will be demonstrated by the following example. 
Suppose that a pair of nodes, a sender and a receiver, is given, 
and there are three non-overlapping paths available with 
different number of elements, nodes and links, between them 
(fig. 2). Within the example it is agreed that just links can be 
compromised, which is fair enough for MANET. For the 
purpose of calculations the following will be assumed: 

• for the message fragmentation two cases of Shamir`s 
scheme are used: (10, 10) without redundancy, and (8, 
10) with redundancy; 

• the probability of compromise for communication links in 
accordance with their numbering and belonging to non-
overlapping paths in MANET (fig. 2) takes the following 

values: 501
1 ,=p ; 602

1 ,=p ; 7501
2 ,=p ; 4501

3 ,=p ; 

102
3 ,=p ; 203

3 ,=p . 

 
In accordance with expression (1) the following values of 

the probability of compromise for every path were calculated: 
801 ,=p ; 7502 ,=p ; 60403 ,=p . 

Table 1 shows the valid solutions of the problem of 
message fragments allocation over the non-overlapping paths 
obtained through the use of the previously described models. 

Consider the case of using the Shamir`s scheme without 
redundancy, for example, (10, 10). the analysis of calculation 
results and the comparison of the obtained values of message 
fragments number allocated over the different paths showed 
that all four models can give satisfactory solutions. This can 
be explained by the fact that for compromising the whole 
message all three paths should be compromised. However, the 
best models are Model 3 and Model 4, since they imply 
adaptation to security parameters (Table 1), when the 
maximum number of message fragments is transmitted over 
the best path in terms of probability of compromise. 

While using Model 1 (Table 1) one of the possible solutions 
of message fragments allocation over non-overlapping paths is 
when the maximum number of fragments ( 81 =n )will be 
transmitted by the worst path in terms of probability of 
compromise ( 801 ,=p ), which is a disadvantage of this 
model. 

 

 
According to Model 2 using Shamir`s scheme (10, 10) 

message fragments allocation over the network paths showed 

Path #2

Path #3

Path #1

- link

- path
- node

- Shamir`s 
spreader
- fragment

 
Fig. 2. Initial structure of MANET. 

TABLE I 
COMPARISON OF EXISTING MODEL AND IMPROVED MODELS OF MESSAGE 

FRAGMENTS ALLOCATION WITH OPTIMAL BALANCING 

Model # 
Number of message fragments in path depending on the 

allocation method  
Model 1 Model 2 Model 3 Model 4 

Path # Shamir`s scheme (10, 10) 
1 8 1 2 3 
2 1 1 4 3 
3 1 8 4 4 

Path # Shamir`s scheme (8, 10) 
1 4 1 2 3 
2 3 1 4 3 
3 3 8 4 4 

 
 

28 R&I, 2015, №1



that the maximum number of fragments ( 83 =n )passed over 
the best in terms of probability of compromise path 

60403 ,=p ), and their minimum number ( 11 =n ) was 
transmitted in the worst case ( 801 ,=p ). 

Consider the case of using the Shamir`s scheme with 
redundancy, for example, (8, 10). The best solutions were 
provided by Model 1 and Model 4, because for compromising 
the whole message all three paths should be compromised. 
While in Model 2 the adversary needs to compromise just one 
path for the reconstruction of the transmitted message 
( 83 =n , 8=T ), and in Model 3 two paths should be 
compromised ( 42 =n , 43 =n , 8=T ). 

Model 1 with redundancy based on conditions (1)-(3), (5), 
(6 provides quite a good solution in terms of optimal 
allocation of message fragments over non-overlapping paths 
(Table 1). From the practical viewpoint it is desirable that the 
process of fragments allocation over the network paths must 
be balanced to make adversary`s tasks as complicated as 
possible. 

Model 4, based on constraint conditions (1), (2), (5), (6) 
and the optimality criterion (10), gives the best solution 
compared to all four models. Using this model it is possible to 
provide on the one hand the optimal balancing of message 
fragments transmitted over separate non-overlapping paths in 
the network, and on the other hand – adaptation to security 
parameters (probability of compromise) of individual network 
elements: links and paths. In this case the minimum number of 
fragments ( 31 =n ) is transmitted by the worst path in terms of 
the probability of compromise, andtheir maximum number 
( 43 =n ) is transmitted by the best one (Table 1). Therefore, 
the solution obtained by Model 4 is more preferable because 
of its ability to adapt to the security parameters of network 
paths. 

V. CONCLUSION 
Thus, the algorithm for secure multipath routing with 

optimal balancing message fragments in MANET includes the 
following steps: 
1. Analysis of MANET architecture (number of network 

elements, Quality of Service and security requirements, 
signal-noise conditions etc). 

2. Calculation of the set of non-overlapping paths between 
given sender and receiver nodes in consequence of 
condition (5). 

3. Fragmentation of transmitted message according to 
selected Shamir`s scheme with or without redundancy. 

4. Optimal allocation of the message fragments over the set 
of non-overlapping paths based on the model including 
expressions (1), (2), (5), (6) and optimality criterion (10). 

Disadvantages of existing solutions consist in the fact that 
the process of allocation of message fragments over the non-
overlapping paths is not balanced and doesn’t provide 
adaptation of the obtained solutions to security parameters of 
network elements. Therefore, within the existing models [3-5] 

it may occur with the fragments allocation that the worst path 
in terms of the probability of compromise will transmit the 
maximum number of fragments. Nevertheless, the proposed 
model procedure for allocation of the transmitted message 
fragments over the non-overlapping paths is more adapted to 
security parameters (for example, the probability of 
compromise) of the individual network elements: nodes, links, 
and paths. This can be confirmed by the numerical results, 
when the minimum number of fragments is transmitted by the 
worst path in terms of the probability of compromise, and 
their the maximum number is passed by the best one. 

The suggested algorithm may be used in practice within 
secure multipath routing with optimal balancing of message 
fragments transmitted over the non-overlapping paths. That is 
due to the fact that one of the key problems in operation of 
mobile self-organizing networks is ensuring of information 
security for data transmission through communicational links 
which in turn are the most vulnerable in MANET. 
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   Abstract – The identification of competitive diffusion 
parameters in heterogeneous nanoporous materials is analyzed. 
Solutions to the direct and inverse problems are basing on the 
Heaviside’s operational method and gradient method are 
obtained. New procedures for identification of diffusion 
coefficients for co-diffusing components (benzene and hexane) in 
intra- and intercrystallite spaces are implemented using high-
speed gradient methods and mathematical diffusion models as 
well as the NMR spectra of the adsorbed mass distribution of 
each component in the zeolite bed. The gradient of the residual 
functional is obtained basing on optimal control theory. These 
diffusion coefficients are obtained as a function of time for 
different positions along the bed. Benzene and hexane 
concentrations in the inter- and intracrystallite spaces for every 
position in the bed and for different adsorption times are 
calculated. 
 
   Key words: mathematical model, competitive diffusion, 
direct end inverse boundary problems, functional 
identification, gradient method, Heviside’s operational 
method, nanoporous media.  

I. INTRODUCTION 
   New theoretical developments in system analysis and 
mathematical modeling constitute the basis for     information 
technologies of the control of research experiment and the 
analysis of the state of complex physical objects. The latter 
include multicomponent systems of competitive mass transfer 
in nanoporous media; studying their kinetics is an important 
problem of the modern nanophysics and nanodiffusion. 

Nanoporous media widely used in various branches of 
industry (medicine, petrochemistry, catalysis, partition of 
liquids and gases) consist of porous structure particles  with 
different physical and chemical (including diffusion) 
properties. Nanoporous media is a multilevel system of pores 
with two most important subsystems (spaces): system of 
micropores and nanopores with high adsorption capacity and 
low diffusion penetration rate (intraparticle space) and system 
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of macropores and cavities among particles with low capacity 
and high penetration rate (interparticle space) [1–4]. 

The numerous studies in this domain concerned molecular 
transport of isolated substances in a porous medium, where 
mass transfer was mainly considered on a macrolevel without 
significant influence of micro- and nanotransfer in particles 
[1–8], which is a limiting and governing factor of the general 
kinetics. The major problems of intermolecular interactions, 
based on the Langmuir–Hinshelwood principle [4], which take 
place in real systems of diffusion “competition”(competitive 
diffusion of two and more substances) are not investigated. 

 Identifying of kinetic transfer parameters that determine 
the rate of the process at macro- and microlevels and the 
conditions of their equilibrium is an important scientific 
problem, which arises along with determining the 
concentration and gradient fields for each diffusing substance. 

II. THE OBJECTIVE AND INVESTIGATION TASKS 
   The objective of the work is the development of highly 
efficient and high-speed  parameter identification methods of 
competitive diffusion of gases in the catalytic media of 
nanoporous particles taking into account the complex of 
limiting physical factors of inner transfer kinetics. 
   The following taskes are stated:  
   - to stady theoretically the competitive diffusion in media of 
particles (crystallites) of nanoporous structure, the 
mechanisms of mass transfer in the system «itercrystallite 
space-nanoporous particles", intereactions and flow of micro- 
and macrotransfer, equilibrium conditions, 
   - basing on the optimal control theory developed for 
multicomponent distributed systems to state and to interpret 
the direct and conjugate coefficient identification problems on 
the basis of functional (residual, error), to implement the 
gradient procedure of parameter identification;  
   - to justifay mathematically and to construct analytical 
solutions of direct and conjugate problems using the 
Heviside’s operational method, 
   - to implement the technology of transfer parameter 
identification on the basis of obtaining explicit expressions of 
gradients residual functional,  identification and modeling, to 
define the distributions of the diffusion kinetic parameters. 
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III. MATHEMATICAL MODEL OF COMPETITIVE 
DIFFUSION IN MICROPOROUS SOLIDS 
 

The model presented is similar to the biporous model [6, 7, 
15, 16]. We consider a system of complex competitive mass 
transfers between two diffusing components (benzene and 
hexane) in a heterogeneous medium (crystallite bed) with 
crystallites of nanoporous structure. The diffusion process 
involves two types of mass transfer: diffusion in the 
macropores (intercrystallite space), and diffusion in the 
micropores of crystallites (intracrystallite space).  

A cylindrical bed of zeolite crystallites, assumed to be 
spherical (radius R), is exposed to a constant concentration of 
adsorbate in the gas phase (Fig. 1). One face of this bed is 
permeable to the two gases. In this case one can consider that 
diffusion of the two gases is axial in the macropores of the 
intercrystallite space (z direction along the height, l, of the 
bed) and radial in the micropores of the zeolite. We have 
made the following assumptions: (i) during the evolution of 
the system towards equilibrium there is a concentration 
gradient in the macropores and/or in the micropores; (ii) the 
effect of heat is negligible; (iii) diffusion occurs in the 
Henry’s law region of the adsorption isotherm; (iv) all 
crystallites are spherical and have the same radius R; (v) the 
crystallite bed is uniformly packed. 
 

 

 

 

 

 

 

 
Fig. 1. Schema of diffusion competitive in nanoporous 

particles media 
 
The coefficients of competitive diffusion in intracrystallite 
space 

sintraD and intercrystallite space 
sintraD , s=1,2 (s = 1 

for benzene and s = 2 for hexane) being unknown, the 
mathematical model of gas diffusion kinetics in the zeolite bed 
is defined in domains: 

T
(0,T) , (0,1)Ω = ×Ω Ω = by the 

solutions of the system of differential equations (with 
dimensionless coordinates defined in the nomenclature) [5, 8]:  

 

( ) s s
2inter intras s s

inter s2 2 2
X=1

D DС t,Z С Q
= -e K

t Xl Z R

∂ ∂ ∂ 
 ∂ ∂ ∂

,    (1) 

  s
2intras s s

2 2

DQ (t,X,Z) Q Q
=

t X XR X
2 ∂ ∂ ∂

+  ∂ ∂∂ 
.       (2) 

Initial conditions  
 

 sC (t=0,Z)=0;  sQ (t=0,X,Z)=0 ; ( )X 0,1 , Z Ω∈ ∈ ,        (3) 
 
boundary conditions for coordinate Z: 
 

  sC (t,1)=1 , sС
(t,Z=0)=0

Z
∂
∂

, t (0,T)∈ ;             (4) 

 
boundary conditions at itch point T(Z,t) Ω⊂  for 
concentrations Qs for particle radius X : 
 

 sQ (t,X=0,Z)=0
X
∂

∂
 (symmetry condition),             (5) 

  
s sQ (t,X=1,Z)=C (t,Z) (equilibrium condition), t (0,T)∈ , Z ∈ Ω ;  (6) 

additional condition (experimental data):  
 

 ( )s s s γγ
C t,Z +Q (t,Z) = M (t,Z) , s=1,2;γ Ω  ∈  , t (0,T)∈ .    (7) 

 
The problem of the calculation (1)−(7) is: to find unknown 

functions 
s sintra T inter TD Ω , D Ω∈ ∈  (

s sintra interD >0, D >0 , s=1,2 ), when 

absorbed masses s sC (t,Z)+Q (t,Z)  satisfy the condition (7) 

for every point γ ⊂ Ω   [16, 17]. 
Here:   
 

inter s inter
inter intra inter

inter s inter s inter s

ε c ε
e = » ; e =1-e

ε c +(1-ε )q (1-ε ) K
,

q
K

c
s

s
s

∞

∞

= , 

 
1

s s
0

Q (t,Z)= Q (t,X,Z)XdX∫  - average concentration of adsorbed 

component s ( s=1,2 ) in micropores; s γM (t,Z)  - 

experimental distribution of absorbed mass in macro- and 
micropores) at γ ⊂ Ω  (results of NMR data) [8]. 
 
IV. MATHEMATICAL JUSTIFICATION OF THE IDENTIFICATION 

PROBLEM SOLVABILITY 
The identification of diffusion coefficients 

sintraD  and 

sinterD  is a complex mathematical problem. In general, it is 
not possible to obtain a correct statement of the problem of 
calculation of diffusion coefficients (1) - (7) and to construct a 
unique analytical solution, because of the complexity of taking 
into account all the physical parameters (variation of 
temperature or pressure, crystallite structures, non-linearity of 
Langmuir isotherms, etc.), as well as the insufficient number 
of reliable experimental data, measurement errors and other 
factors.  
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Therefore, according to the principle of Tikhonov [12], 
later developed by Lions [13] and Sergienko and Deineka 
[17], the same problems of identification of diffusion 
coefficients require the specification of the model solution 
with each iteration step, by minimizing the difference between 
the calculated values and the experimental data.  

The method proposed is a generalization of the 
identification approaches presented in [7, 15, 16]; it allows to 
reduce the number of iterations to 2-3 of magnitude for each 
specification cycle. It can also be used to identify parameters 
for more complicated adsorption systems and to identify three 
or more parameters simultaneously.  

The solution of the problem of calculation of diffusion 
coefficients (1) - (7) is reduced to the problem of minimizing 
the functional of the difference (9) between the model solution 
and the experimental data, the solution being refined 
incrementally by means of a special regularisation procedure 
which uses fast, high-performance gradient methods [13, 14, 
17].  

Gradient methods of diffusion coefficients identification 
based on a Lagrange functional of residuals (target, error, etc.) 
have found practical application in the work of Lions [13] 
(problems of thermoelasticity), later developed by Alifanov 
(calculation of temperature fields for plane apparatus 
elements) [14], then by Sergienko, Deineka, Petryk, and 
Fraissard (problems of hydromechanics, of filtration, of 
adsorption, etc.) [17, 15, 16].     

Gradient method of identification. According to [17, 16] 
and using the error minimization gradient method for 
identification of competitive diffusion coefficients for 
intracrystallite space 

sintraD  and intercrystallite space 
sinterD  of 

the s-th diffusing component, we obtain the iteration 
expression for the n+1 -th identification step: 

 

( )intra inters s

s s intras

intra inters s

2
n n n
s

n+1 n n
intra intra D 2 2

n n
D D

E D ,D ;t,γ
D (t)=D (t)- J (t) ,

J (t) + J (t)

 
 ∇

∇ ∇
 

( )intra inters s

s s inters

intra inters s

2
n n n
s

n+1 n n
inter inter D 2 2

n n
D D

E D ,D ;t,γ
D (t)=D (t)- J (t) ,

J (t) + J (t)

 
 ∇

∇ ∇
     (8) 

 
where 

s sinter intraJ (D ,D ) - the error functional (residual), which 
describes the deviation of the model solution from the 
experimental data on γ ∈Ω written as: 

s s s s s s

T
2

inter intra s inter intra s inter intra s γ
0

1J(D ,D )= C (t,Z,D ,D )+Q (t,Z,D ,D )-M (t) dt
2

  ∫ ,   (9) 

where ( )
intras

n
DJ t∇  ,

intras

n
DJ (t)∇  - the gradients of the error 

functional ( )s sinter intraJ D ,D , 

( ) ( )
intra intras s

T2 2
n n
D D

0

J t = J t dt ∇ ∇ ∫ , ( ) ( )
inter inters s

T2 2
n n
D D

0

J t = J t dt ∇ ∇ ∫ , 

( )n n n n n
s s s sintra inter intra inters s s s

E (t)=C (D ,D ;t,γ)+Q (D ,D ;t,γ)-M t . 

V. ANALYTICAL SOLUTION OF DIRECT PROBLEM 

The solution sC , sQ  of the direct problem (1)-(6) was 

obtained by the procedure described in [6] using the 

Heaviside's operational method:  
2

inter intra 2s s1
s kn kn2n=1 k=1intras

D DRC (t,Z)=1+2π Φ(β ,Z)exp - β
l D R

t∞ ∞   
∑ ∑        

.    

  

s

s

s

2
inter kn

s kn
n=1 k=1intra kn

intra 2
kn2

D sin (β X)RN (t,X,Z)=1+2π Φ(β ,Z) ×
l D sin(β )

D
×exp - β ,

R
t

∞ ∞ 
∑ ∑ 

 

 
  
 

   (10) 

( )

( )
kn

n 2 kn
kn 2

inter knkn

2n-12n-1 cos πZ
2Φ(β ,Z)=

ctg(β )3 1-1 β - +2
e βsin (β )

 
 
 

  
      

, 

were knβ - roots of transcendent equations  

s

s

2
inttra 2inter

2
inter inter

D e3 l 2n-1β -βctgβ+1 = π,
e R D 3 2

n,k=1,

 
 
 

∞

. 

VI. IDENTIFICATION METODS OF COMPETITIVE DIFFUSION IN 
MICROPOROUS SOLIDS 

 
    According to [17] the identification procedure of 

coefficients diffusion (8) requires a special calculation 
technology of  gradients 

intras

n
DJ (t)∇ , ( )

inters

n
DJ t∇  of functional 

residual (9), which is a major determinant components of 
regularization formulas (8). This leads to the problem of 
unconditional optimization of Lagrange extended functional 
[13, 17]  

  ( )s s 1 2inter intra s s sΦ D ,D =J +I +I ,                (11) 

here  
1 2s sI , I  - the components,  accounted of specificity of 

basic equations of direct problem (1)-(6): 
 

 ( )
2T 1 inter intras s s s s

s s inter s2 2 21 X=10 0

D DC C Q
I = t,Z - +e K dZdt

t Xl Z R
φ

 ∂ ∂ ∂
 ∫ ∫  ∂ ∂∂ 

,                 

( ) 2T 1 1 intras s
s s s2 22

0 0 0

DQ t,X,Z 2I = ψ (t,Z) - Q XdXdZdt
t X XR X

  ∂ ∂ ∂
 +  ∫ ∫ ∫   ∂ ∂∂  

,      

here sJ - residual functional (9), s s s,=1,2,ψ ,φ  – unknown 

factors of Lagrange, to be determined from the condition of 
stationary of the functional 

s sinter intra(D ,D )Φ   [8, 14]:  
 

 
s s 1 2inter intra s s sΔΦ(D ,D ) ΔJ +ΔI +ΔI =0≡  .          (12) 
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The calculation of components in eq. (A.4) is carried out 
assuming that the values 

s sinter intraD ,D  received increments 

s sinter intraΔD , ΔD . As a result, the concentration ( )sC t,Z  

will change into some increment ( )sΔC t,Z  and the 

concentration ( )sQ t,X,Z  well change into increment 

( )sΔQ t,X,Z , s=1,2 .  
 

VII. CONJUGATE PROBLEM 
 
 The calculation result of functional increments 

sJ∆ ,
1sJ∆ , 

2sJ∆  in (A.4) (using the integration by parts, by 

the initial and boundary conditions of direct problem (1)-(6), 
equating outside integral members and the inside integral 
components with the same increments sC (t,Z)∆ and 

sQ (t,X,Z)  to zero) leads to solving the additional conjugate 
problem of determining the unknown Lagrange factors s s, ψφ  
of functional (11): 

 
2

inter intra ns s s s s
inter s s2 2 2

X=1

D D(t,Z) ψ
+ +e K =E (t)δ(Z-γ)

t Xl Z R
φ φ∂ ∂ ∂

∂ ∂∂
 (13) 

( ) ( )
2

intras ns
s s2 2

Dψ t,X,Z 2+ ψ =E (t)δ Z-γ
t X XR X

 ∂ ∂ ∂
+  ∂ ∂∂ 

.             (14) 

s st=T t=T(t,Z) =0; ψ (t,X,Z) =0φ  (conditions at t=T )      (15)   

s s(t,0)=0, (t,1)=0
Z

φ φ∂
∂

,                          (16) 

 
here n n n n n

s s s sintra inter intra inters s s s
E (t)=C (D ,D ;t,γ)+Q (D ,D ;t,γ)-M (t) , 

δ(Z-γ)  - function of Dirac [6]. 

We have obtained solution s s, ψφ  of conjugate problem 
(13)-(16) by the procedure described in [6] using the 
operational method of the Heaviside’s.  

 
VIII. RELATIONSHIP BETWEEN DIRECT AND CONJUGATE 

PROBLEM 
Substituting in the initial direct problem (1) - (6) instead 

s sinter intraD ,D  and sС (t,Z) , sQ (t,X,Z)  the corresponding 

values with increments 
s s s sinter inter intra intraD +ΔD , D +ΔD and 

s sC (t,Z)+ΔC (t,Z) , s sQ (t,X,Z)+ΔQ (t,X,Z) , and subtracting with 
the transformed equations and conditions of the problem the 
relevant components of the equations of problem (1) - (6) and 
neglecting terms of the second order of smallness, we obtain 
basic equations of the direct problem (1)-(6) in terms of 
increments sΔC (t,Z) and sΔQ (t,X,Z) , s=1,2  in the operator 
form : 

     s s s Tw (t,X,Z)=Χ , w (0,1) Ω∈ L ,           (17) 

Similarly we record the system of he basic equations of 
conjugate boundary problem (13)-(16) in operator form: 

  s s s T(t,X,Z)=E (t)δ(Z-γ), Ψ (0,1)UΩ∗Ψ ⊂L ,       (18)  

s

s

s
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s 2
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Z Z XR
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,                 

                                         (19)  
 here ∗L  - conjugate Lagrange operator to operator L . 

IX. OBTAINING THE RESIDUAL FUNCTIONAL INCREMENT 
FORMULA 

Increment calculated of residual functional (9), neglecting 
terms of the second order of smallness, has the view  

s s

T 1 T 1 1

s inter intra s s s s
0 0 0 0 0

ΔJ (D ,D )= E (t)ΔC δ(Z-γ)dZdτ+ E (t)δ(Z-γ)ΔQ XdXdZdt∫ ∫ ∫ ∫ ∫ . 

Using the change of variable  1
s sw Χ−= L , herе 1−L - inverse 

operator to operator L , we obtain   
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0 0

T 1 1
1

s s
0 0 0

ΔJ D ,D = Χ (t,Z)E (t)δ(Z-γ)dZdt+

+ Χ (t,X,Z)E (t)δ(Z-γ)XdXdZdt
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∫ ∫

∫ ∫ ∫

L

L
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Defining the scalar product 
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Ω

s s

s s
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∫∫∫


L

L w
L

,                                              

                                             (21) 
 
and taking into account (A.20) the identity of Lagrange [13, 
17] 
 

   ( ) ( )s s s sw (t,X,Z),Ψ (t,X,Z) w (t,X,Z), Ψ (t,X,Z)∗=L L w       (22) 
 
and the equality 1

s sE (t)δ(Z-γ) Ψ− ∗ =  L , we obtain the increment 
of residual functional expressed by the solution of conjugate 
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problem and the vector of right parts of equations system  
(19): 
 

( )s ss inter intra s sJ (D ,D )= Ψ (t,X,Z), Χ (t,X,Z)∆ ,       (23)  
 
here s (t,Z)φ  and ( )sψ t,X,Z  belong to TΩ and [ ] T0,1 Ω  

respectively, 1− ∗L  - conjugate operator to inverse operator 
1−L ,  sΨ - solution vector of conjugate problem (13)-(16). 

 Revealing in equation (23) the components s (t,X,Z)Χ  
taking in account the equality (19), we come to the important 
formula, which establishes the relationship between the direct 
problem (1) - (6) and the conjugate problem  (13) - (16) and 
which makes it possible to obtain explicit analytical 
expressions of components of the residual functional   
gradient 
 

 

intra
s inter s inter s X=12

s intra inter 2
intra

s s2 2

s
s

s s
s

ΔD
, ΔD C -e Q +

Z Z XR
ΔJ (D ,D )=

ΔD 2+ ψ , Q .
X XR X
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 ∂ ∂ ∂ 
   ∂ ∂ ∂  

  ∂ ∂
+   ∂∂  

.                                            

                                            (24) 
  
 Analytical expressions of the gradients of the residual 
functional. Differentiating expression (24), by 

sintraΔD  and 

sinterΔD  respectively, and the opening of scalar products 
according to (21), we obtain the required analytical 
expressions for the gradient of the residual functional  
respectively to the components necessary of diffusion 
coefficients as functions for time in intracrystalite space and 
intercrystalite space respectively: 
 

    
intras
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inter

D s s2
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21 1
s s2 2

0 0

e
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    ( )inters

21
s

D s2
0

C (t,Z)J t = (t,Z)dZ
Z

φ∂
∇ ∫

∂
 .      (26)  

       
 The formulas of gradients 

intras

n
DJ (t)∇  ,

intras

n
DJ (t)∇  include 

analytical expressions of direct problem solutions (1) - (6). It 
provides high performance of computing process, avoiding a 
large number of inner loop iterations by using exact analytical 
methods. 
  Another advantage of the formulas (8) is that it is possible 
to identify the unknown kinetic parameters as a function of 
time (

s sintra interD (t), D (t) )) and other coordinates. It 
provides the possibility of internal diffusion kinetics in 
intracrystallite space and intercrystallite space and get an 
overall vision of the whole process. 

X. NUMERICAL SIMULATION AND ANALYSIS: COMPETITIVE 
DIFFUSION COEFFICIENTS,  CONCENTRATION PROFILES IN 
ITERCRYSTALLITE SPACE AND INTRACRYSTALIYTE SPACE 
The benzene and hexane intracrystallite diffusion 

coefficients intra1D  аnd 
2intraD  are presented in Figure 2 as 

functions of time for the five coordinates positions: 6, 8, 10, 
12, 14 mm, defined now from the top of the bed. The curves 
for benzene 

1intraD  (Fig. 2a) are pseudo exponentials. 
1intraD  

decreases from 9.0 E-12 to about 1.0 E-14 (equilibrium) 
depending on the position of the crystallite and the time, as 
well as on the amount of adsorbed gas. The shapes of the 
variations of 

2intraD for hexane are roughly the same, but the 

diffusion coefficients are higher, from about 9.0 E-11 to 2.0 
E-12 (Fig. 2b).  
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Fig. 2.  Variation of intracrystallite diffusion coefficients for (a) benzene 

1intraD  and (b) hexane 
2intraD  against time at different positions of the 

bed 
 6 mm,  8 mm,  10 mm,  12 mm,  14 mm 

 
  
Figure 3 presents the benzene and hexane diffusion coefficient 
distributions in intercrystallite space 

1interD  аnd 
2interD  as 

functions of time and for coordinate positions from 6 to 14 
mm. These coefficients decrease with time from 6.0 E-6 to 1.0 
E-6 (equilibrium) for benzene and from 2.7 E-6 to 1.0 E-5 for 
hexane, depending on the position in the bed and the increase 
in the adsorbed concentrations.  
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Fig. 3. Variation of intercrystallite diffusion coefficients for (a) 
benzene

1interD and (b) hexane 
2interD , against time at different positions 

of the bed 
 6 mm,  8 mm,  10 mm,  12 mm,  14 mm 

Figure 4 compares calculated and experimental curves for 
the total mass of benzene and hexane in the catalytic bed.  

  
a 

 
b 

Fig. 4. Concentration of (a) benzene and (b) hexane versus time at different 
positions of the catalytic bed: dotted - experimental curves, continuous – 

model curves  
 6 mm,  8 mm,  10 mm,  12 mm,  14 mm 

 

As it can be seen from the graphs (Fig. 4a), the distributions 
of the total adsorbed mass of benzene are in good agreement 
with the experimental distributions for each measurement 
position. The maximum deviation is generally less than 5%. A 
similar pattern is observed for hexane (Fig. 4b). Here the 
greatest differences (6-7%) are for the curves corresponding 
to positions 6 and 8 mm.  

XI. CONCLUSION 
 As a result for the first time in a single physical experiment 

it was possible to probe at every moment the concomitant 
distribution of several gases co-diffusing in a porous solid and 
to identify their diffusion parameters.  

Scientific novelty. For the first time high-speed efficient 
methods of diffusion parameters identification have been 
developed taking advantage of low-consuming high-speed 
solution of the direct and conjugate problem. The analytic 
solutions  of the direct and conjugate problem, using the 
Heviside’s operational methods have been stated and 
interpreted. Basing on the theory of the multicomponent 
systems state control, explicit expressions of residual 
functional gradient have been obtained, which made possible 
to implement the efficient identification algorithms, to 
determine diffusion coefficients distributions. 

Practical importance. Application of the developed 
identification methods makes possible to obtain the diffusion 
coefficients for both components as the functions of time for 
different positions along the catalytic bed, which allows to 
specify the main diffusion flows in intercrystallite space 
(macro level) and in intracrystallite space (micro level) of 
nanoporous media and to realize the high-speeds procedures 
of such dependencies creation. 

The prospects of investigation are: generalization of the 
obtained results on the two-components and multi-
components catalytic medias of different configuration; 
obtaining of the methods and identification algorithms of three 
and more parameters; development of these methods as to 
their implementation and application to non-linear models of 
competitive diffusion, when the diffusion coefficients are 
considered as the functions of concentrations of the diffused 
components, and other parameters. 
 Nomenclature: 
c : adsorbate concentration in macropores.  
c∞ : adsorbate equilibrium concentration in macropores.  
C = c/c∞ : dimensionless adsorbate concentration in 
macropores. 
Dinter : macropore diffusion coefficient, m2/s 
Dintra : micropore diffusion coefficient, m2/s 
K : adsorption equilibrium constant  
l : bed length, mm.  
L: dimensionless bed length (L=1) 
M : total uptake at time t. 
MT : total uptake at equilibrium. 
q : adsorbate concentration in micropores.  
q∞ : equilibrium adsorbate concentration in micropores. 
Q = q/q∞ : dimensionless adsorbate concentration in 
micropores.  
x : distance from crystallite center, mm. 
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R : mean crystallite radius, mm (we assume that the 
crystallites are spherical). 
X = x/R: dimensionless distance from crystallite center. 
z : distance from the bottom of the bed for mathematical 
simulation, mm. 
Z = z/l : dimensionless distance from the bottom of the bed. 

intere  – porosity, 
T – total duration of diffusion, min.  
n - iteration number of identification, 
Greek letters 
εinter  : bed porosity. 
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Quasi-Phi-Functions in Packing Problem  
of Ellipsoids  

 
A. Pankratov, T. Romanova, O. Khlud 

  
Abstract - The paper considers the problem of packing a 

given collection of ellipsoids of revolution into a rectangular 
container of minimal volume. Our ellipsoids can be continuos 
rotated and translated. A class of radical-free quasi-phi-
functions is used for an analytical description of non-
overlapping and containment constraints. We formulate the 
packing problem in the form of a nonlinear programming 
problem and propose a solution strategy, which allow us to 
search for local optimal packings. The actual search for a local 
minimum is performed by IPOPT. We provide computational 
results. 

Index Terms –  packing, ellipsoids, continuous rotations, 
non-overlapping, containment, quasi-phi-functions, solution 
algorithm, nonlinear optimization  

 

I. INTRODUCTION 

n this paper we deal with the optimal ellipsoid packing 
problem, which is a part of operational research and 
computational geometry. The problem is NP-hard [1] and 

has multiple applications in modern biology, mineralogy, 
medicine, materials science, nanotechnology, as well as in 
the chemical industry, power engineering etc. 

Our approach is based on mathematical modeling of 
relations between ellipsoids and thus reducing the packing 
problem to a nonlinear optimization problem. To this end a 
class of quasi-phi-functions [2] is used for analytic 
description of placement of ellipsoids in a rectangular 
container taking into account their continuous rotations and 
translations.  

The paper is organized as follows: In Section 2 we 
formulate the optimal ellipsoid packing problem and give a 
short review of related works. In Section 3 we define quasi-
phi-functions for nonoverlapping and containment 
constraints. In Section 4 we propose a mathematical model 
as a continuous nonlinear programming problem by means 
of quasi-phi-functions and describe a solution strategy. In 
Section 5 we provide our computational results. Finally we 
give some conclusions in Section 6.  
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II. PROBLEM FORMULATION 
We consider here a packing problem in the following 

setting. Let Ω  denote a rectangular domain of length l , 
width w  and height h . All of these dimensions may be 
variable, or one (two) may be fixed and the other variable. 
Suppose a set of ellipsoids of revolution, iE , 

ni {1, 2, ..., n} I∈ = , is given to be placed in Ω without 
overlaps. Each ellipsoid iE  is generated by rotation of an 
ellipse of semi-axes ia  and ib , i ia b> , along the axis of 
revolution OX,  therefore we assume that third semi-axe is 
defined as i ic b= . With each ellipsoid iE  we associate its 
local coordinate system whose origin coincides with the 
center of the ellipsoid and the coordinate axes are aligned 
with the ellipsoid’s axes. In that system the ellipsoid is 
described by parametric equations x = i ia cos t , y = 

i i ib sin t cos g ,  z = i i ib sin t sin g ,  0 ≤ it ≤ 2π, 0 ≤ ig ≤ 
2π. We also use a fixed coordinate system attached to the 
container Ω. The location and orientation of each ellipsoid 

iE  is defined by a variable vector of its placement 
parameters i i(v , )θ . Here i i i iv = (x , y , z )  is a translation 

vector, 1 2
i i i( , )θ = θ θ  is a vector of rotation parameters, 

where  1 2
i i,θ θ  are appropriate angles from axis OX to OY, 

from axis OY to OZ in the local coordinate system of  
ellipsoid iE . The rotated by angles 1 2

i i,θ θ  and translated 
by vector iv  ellipsoid iE  is defined as 

3 0 0 0
i i i iE (u) {p R : p v M( ) p , p E }= ∈ = + θ ⋅ ∀ ∈ , where 
0
iE  denotes the non-translated and non-rotated ellipsoid 

iE , M( )θ = 2 1
2 i 1 iM ( ) M ( )θ ⋅ θ  is a rotation matrix, where  

 
1 1
i i

1 1 1
1 i i i

cos sin 0

M ( ) = sin cos 0
0 0 1

 θ − θ
 
 θ θ θ
 
 
 

, 

2 2 2
2 i i i

2 2
i i

1 0 0

M ( ) = 0 cos sin

0 sin cos

 
 

θ θ − θ 
  θ θ 

. 

 
Packing problem of ellipsoids. Pack the set of ellipsoids 
iE , ni I∈ , within a rectangular domain 

I 
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3{(x, y, z) R : 0 x l, 0 y w, 0 z h}Ω = ∈ ≤ ≤ ≤ ≤ ≤ ≤  of 
minimal volume. If one of the two dimensions ( l  or w  or 
h ) is fixed, we need to minimize the other ones. If all are 
variable, it is natural to minimize the volume F l w h= ⋅ ⋅  of 
the container. 

At present, the interest in finding effective solutions for 
placement problems of ellipsoids is growing rapidly (see, 
e.g., [4-8]). This is due to a large number of applications 
and an extreme complexity of methods used to handle many 
of them.  

The remarkable method of the problem of cutting ellipses 
from a rectangular plate of minimal area was developed by 
Josef Kallrath and Steffen Rebennack, see [10]. The paper 
offers a good overview of related publications. For a small 
number of ellipses they are able to compute a globally 
optimal solution subject to the finite arithmetic of global 
solvers at hand. However, for more than 14 ellipsoids none 
of the nonlinear programming (NLP) solvers available in 
GAMS can even compute a locally optimal solution. 
Therefore, the authors of [10] develop polylithic 
approaches, in which the ellipses are added sequentially in a 
strip-packing fashion to the rectangle restricted in width but 
unrestricted in length. The rectangle’s area is minimized at 
each step in a greedy fashion. The sequence in which they 
add ellipses is random; this adds some GRASP flavor to the 
approach. The polylithic algorithms allow the authors to 
compute good solutions for up to 100 ellipses.  

Paper [9] studies the problem of placing a given 
collection of ellipses into a rectangular container of minimal 
area. Radical free quasi-phi-functions are used to reduce it 
to a nonlinear programming problem and develop an 
efficient solution algorithm. The paper provides 
computational results with local optimal solutions for the 
problem (up to 120 ellipses). 

The present paper proposes an approach, which is 
capable of handling precise ellipsoids (without 
approximations) and thus finding an exact local optimal 
solution. The approach can be considered as some extension 
of quasi-phi-functions for ellipses, derived in [9], to 3D 
case. 

 
III. QUASI-PHI-FUNCTIONS FOR NONOVERLAPPING AND 

CONTAINMENT CONSTRAINTS 
Quasi-phi-functions for nonoverlapping constraints. Let 
i iE (u )  and j jE (u )  be two ellipsoids of revolution with 

semi-axes i i ia , b , c   and j j ja , b , c .  

Then, a quasi-phi-function for i iE (u )  and j jE (u )  may 
be defined as follows  

ij i j ij i j ij 1 i j ij(u , u , u ) min{ ( , , u ), (u , u , u ),+′ ′ ′ ′Φ = χ Θ Θ χ  

1 i j ij 2 i j ij 2 i j ij(u , u , u ), (u , u , u ), (u , u , u )}− + −′ ′ ′χ χ χ ,      (1) 

where ij i i j ju (t , g , t , g )′ = , 

' ' ' ' ' ' ' '
i j i j i j i jN , Nχ = − = −α α − β β − γ γ , 1 2

i i i( , )Θ = θ θ , 

' ' ' T
i i i i i i i( , , ) M( ) ( , , )α β γ = Θ ⋅ α β γ , 

i
i

i

cos t
,

a
α = i i

i
i

sin t cos g
b

β = , i i
i

i

sin t sin g
b

γ = ,

1 2
j j j( , )Θ = θ θ , ' ' ' T

j j j j j j j( , , ) M( ) ( , , )α β γ = Θ ⋅ α β γ , 

j
j

j

cos t
,

a
α = j j

j
j

sin t cos g
b

β = , j j
j

j

sin t sin g
b

γ = , 

' ' '
k i jk i i jk i i jk i(x x ) (y y ) (z z ) 1+ + + +χ = α − + β − + γ − − , 

' ' '
k i jk i i jk i i jk i(x x ) (y y ) (z z ) 1− − − −χ = α − + β − + γ − − , 

jk jk jk(x , y , z )+ + +  are coordinates of point  jkq +  and 

jk jk jk(x , y , z )− − −  are coordinates of point jkq − , k 1, 2=  (see 
Fig.1).  

We derive jkq +  and jkq −  as follows: 
T

j2 j2 j2 j j 2 j j j j j j(x , y , z ) v M( )M (g )(a cos t , b sin t , 2a )+ + + = + Θ , 
T

j2 j2 j2 j j 2 j j j j j j(x , y , z ) v M( )M (g )(a cos t , b sin t , 2a )− − − = + Θ − , 
T

j1 j1 j1 j j 2 j j j(x , y , z ) v M( )M (g )(x , y , 0)+ + + + += + Θ ,
T

j1 j1 j1 j j 2 j j j(x , y , z ) v M( )M (g )(x , y , 0)− − − − −= + Θ , 
t t t t

j j j j j j(x , y ) ( , ) ( , )+ + = α β + η −β α ,
t t t t

j j j j j j(x , y ) ( , ) ( , )− − = α β − η −β α , 
t t
j j( , )α β = T

1 j jM (t )(a , 0) , 2
j2(a )η = . 

Thus a nonoverlapping constraint, i.e. 
i i j jint E (u ) int E (u ) = ∅ , can be defined as 

ij i j ij(u , u , u ) 0′ ′Φ ≥ , where ij′Φ  is a quasi-phi-function of 

ellipsoids i iE (u )  and j jE (u )  given by (1). 
Quasi-phi-functions for containment constraints. Let 

vertices of our rectangular container 
3{(x, y, z) R :Ω = ∈ 0 x l, 0 y w, 0 z h}≤ ≤ ≤ ≤ ≤ ≤  be 

given as follows: i{v , i 1, ..., 8}= = {(0, w, 0),  (l, w, 0),  
(l, 0, 0), (0, 0, 0), (0, w, h), (l, w, h), (l, 0, h), (0, 0, h)} . 

And let i iE (u )  be ellipsoid of revolution with semi-axes 

ia , ib  and i ic b= , i ia b> , i 1, 2..., n= . 
Then a quasi-phi-function for i iE (u )  and object 
* 3R \ intΩ = Ω  may be defined in the form  

i i i(u , u )′ ′Φ i1 i2 i3min{ (u), (u), (u)}= ϕ ϕ ϕ ,       (2) 

where 11
i i(u , u ) R′ ∈ , ' ' ' ' ' '

i i1 i2 i3 i1 i2 i3u (t , t , t , g , g , g )′ = , 
'
ik0 t 2≤ ≤ π , '

ik0 g 2≤ ≤ π ,  
i i i i

i1 11 1 11 2 11 3 11 4
i i i i
12 5 12 6 12 7 12 8

(u) min{ (v ), (v ), (v ), (v ),

(v ), (v ), (v ), (v )},

ϕ = ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ
 

i i i i
i2 21 1 21 4 21 5 21 8
i i i i
22 2 22 3 22 6 22 7

(u) min{ (v ), (v ), (v ), (v ),

(v ), (v ), (v ), (v )},

ϕ = ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ
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i i i i
i3 31 1 31 2 31 5 31 6
i i i i
32 3 32 4 32 7 32 8

(u) min{ (v ), (v ), (v ), (v ),

(v ), (v ), (v ), (v )},

ϕ = ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ
 

i
k1 ik ik ik ikA x B y C z D 1ϕ = + + + − , 

i
k2 ik ik ik ikA x B y C z D 1ϕ = − − − − − , 

T
ik ik ik i i ik i ik ik i ik ik(A , B , C ) M( )(a cos t , b sin t cos g , b sin t sin g )= Θ , 

ik ik i ik i ik iD A x B y C z= − − − , k 1, 2, 3= . 
Thus, a containment constraint, i.e. 

i iE (u ) ⊂ Ω ⇔ *
i iint E (u ) Ω = ∅ , can be defined as 

i i i(u , u ) 0′ ′Φ ≥ , where ij′Φ  is a quasi-phi-function for 

i iE (u )  and  *Ω  given by (2). 

IV. MATHEMATICAL MODEL AND SOLUTION STRATEGY 

The vector u Rσ∈  of all our variables can be described 
as follows: 1 2 nu (l, w, h, u , u , ..., u , )= τ , where (l, w, h)  
denote the variable dimensions of the rectangular container 
Ω  and i i iu (v , )= θ  is the vector of placement parameters 
for the ellipsoid iE , ni I∈ , where i i i iv (x , y , z )= , 

1 2
i i i( , )θ = θ θ . The vector τ  denotes the vector of extra 

variables (for our quasi-phi-functions), defined as follows: 

1 1 2 2 1 1 2 2
1 1 1 1 m m m m(t , g , t , g , ..., t , g , t , gτ = ,

1 1 2 2 3 3 1 1 2 2 3 3
'1 '1 '1 '1 '1 '1 ' n ' n ' n ' n ' n ' nt , g , t , g , t , g , ..., t , g , t , g , t , g ) ,  

where  
1 1
k kt , g , 

2 2
k kt , g

 
are extra variables for the k-th 

pair of ellipsoids, k 1, ..., m= , (n 1)nm
2
−

= , and 
1
' it , 

1
' ig , 

2
' it , 

2
' ig , 

3
' it , 

3
' ig , are extra variables for each ellipsoid iE , 

ni I∈ . Lastly, R σ  denotes the σ-dimensional Euclidean 

space, where 23 5n 2n(n 1) 6n 2n 9n 3σ = + + − + = + +  is 
the number of the problem variables. 

A mathematical model of the basic packing problem may 
now be stated in the following form: 

u W R
min F(u)

σ∈ ⊂
,                             (3) 

' '
ij iW {u R : 0, 0, i 1, 2, ..., n, j 1, 2, ..., n, j i}σ= ∈ Φ ≥ Φ ≥ = = > ,(4) 

where F(u) l w h= ⋅ ⋅ , '
ijΦ  is a quasi-phi-function (1) 

defined for the pair of ellipsoids iE  and jE , (to hold 

nonoverlapping constraint), '
iΦ  is a quasi-phi-function (2) 

defined for an ellipsoid iE  and the object *Ω  (to hold the 
containment constraint). 

Our constrained optimization problem (3)-(4) is a 
continuous nonlinear programming problem.   

We propose the following solution strategy for the 
problem, which involves three major stages: 

1)First we generate a number of random starting points. 
2)Then starting from each point obtained at Step 1 we 

search for a local minimum of the objective function F(u) of 
problem (3)-(4).  

3)Lastly, we choose the best local minimum from those 
found at Step 2. This is our best solution of the problem (3)-
(4).  

V. COMPUTATIONAL RESULTS 
Here we present a number of Instances to demonstrate the 

efficiency of our quasi-phi-functions. We have run our 
experiments on an AMD Athlon 64 X2 5200+ computer. 
We search for 100 local minima to each of Instances.  The 
actual search for a local minimum is performed by IPOPT 
proposed in [11], which is available at an open access 

Y 

v1 v2 

N’1 

N’2 

X 

Z 

q’1 
q’2 

q22
-
 

q22
+ 

q21
- 

q21
+

 

Fig. 1 Illustration to construction of a quasi-phi-function for two ellipsoids 1 1E (u )  and 2 2E (u )  
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noncommercial software depository (https://projects.coin-
or.org/Ipopt) . 

We consider a collection of ellipsoids: 
i{E , i 1, ..,12}= = i i i{(a , b , c ), i 1, 2, ...,12}= = {(5, 4, 4), 

(7, 5, 5), (6, 5, 5), (4, 3, 3), (5.5, 4.5, 4.5), (7.5, 5.5, 5.5), 
(6.5, 5.5, 5.5), (4.5, 3.5, 3.5),  (5.3, 4.3, 4.3), (7.3, 5.3, 5.3), 
(6.3, 5.3, 5.3), (4.3, 3.3, 3.3)}. 

Instance E2. Local optimal placement of ellipsoids 
i{E , i 1, 2}= is shown in Figure 2,a. Container has volume 

*F = 2192.513985 and sizes * * *(l , w , h ) = (10.000000, 
10.006950, 21.909912). Average time per one local 
minimum is 2.09 sec. 

Instance E3. Local optimal placement of ellipsoids 
i{E , i 1, 2, 3}= is shown in Figure 2,b. Container has volume  

*F = 3385.008834 and sizes * * *(l , w , h ) = (10.000000, 
33.797139, 10.015667). Average time per one local 
minimum is 5.89 sec. 

Instance E4. Local optimal placement of ellipsoids 
i{E , i 1, ..., 4}= is shown in Figure 2,c. Container has 

volume *F = 3539.283378 and sizes 
* * *(l , w , h ) = (18.273863, 10.014451, 19.340061). Average 

time per one local minimum is 22.76 sec. 
 

 
a 

 
  b        c 

Fig. 2. Local optimal placement of ellipsoids in Instances:  
a  ̶  E2, b  ̶  E3, c  ̶  E4 

 
Instance E5. Local optimal placement of ellipsoids 
i{E , i 1, ..., 5}= is shown in Figure 3,a. Container has 

volume *F = 4347.434370 and sizes 
* * *(l , w , h ) = (24.366822, 10.000252, 17.841164). Average 

time per one local minimum is 60.71 sec. 
Instance E6. Local optimal placement of ellipsoids 
i{E , i 1, ..., 6}= is shown in Figure 3,b. Container has 

volume *F = 6312.236870 and sizes 
* * *(l , w , h ) = (27.244026, 11.000291, 21.062399). Average 

time per one local minimum is 126.02 sec. 
Instance E7. Local optimal placement of ellipsoids 
i{E , i 1, ..., 7}= is shown in Figure 3,c. Container has 

volume *F = 7687.512942 and sizes 
* * *(l , w , h ) = (18.960443, 19.723184, 20.557029). Average 

time per one local minimum is 222.36 sec. 
 

 
a 

 
                   b                                           c 

Fig. 3. Local optimal placement of ellipsoids in Instances:  
a  ̶   E5, b  ̶   E6, c  ̶   E7 

 
Instance E8. Local optimal placement of ellipsoids 
i{E , i 1, ..., 8}= is shown in Figure 4a. Container has 

volume *F = 7998.224794 and sizes 
* * *(l , w , h ) = (20.223526, 19.919118, 19.854851). Average 

time per one local minimum is 359.88 sec. 
 

 
a                                     b 

 
c 

Fig. 4. Local optimal placement of ellipsoids in Instances:  
a  ̶    E8, b  ̶  E9, c   ̶  E10 

 
Instance E9. Local optimal placement of ellipsoids 
i{E , i 1, ..., 9}= is shown in Figure 4b. Container has 

volume *F = 8524.765214 and * * *(l , w , h ) = (19.365765, 
18.695366, 23.545819). Average time per one local 
minimum is 369.42  sec. 

Instance E10. Local optimal placement of ellipsoids 
i{E , i 1, ...,10}= is shown in Figure 4c. Container has 
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volume *F = 10263.381559 and sizes 
* * *(l , w , h ) = (25.780036, 18.893787, 21.071135). Average 

time per one local minimum is 371.23.  
Instance E11. Local optimal placement of 

ellipsoids i{E , i 1, ...,11}= is shown in Figure 5a. Container 

has volume *F = 11860.716557 and sizes 
* * *(l , w , h ) = (21.945274, 27.902451, 19.369908). Average 

time per one local minimum is 445.95 sec. 
Instance E12. Local optimal placement of ellipsoids 
i{E , i 1, ...,12}= is shown in Figure 5b. Container has 

volume *F = 11768.260385 and sizes 
* * *(l , w , h ) = (19.327419 19.558038 31.132438). Average 

time per one local minimum is 836.70 sec. 
 

 

       
a 

 
b 

Fig. 5. Local optimal placement of ellipsoids in Instances:  
a   ̶   E11, b  ̶ E12 

  

VI. CONCLUSIONS 
We developed here an exact continuous NLP model of the 
placement problem of ellipsoids, using quasi-phi-functions. 
The use of quasi-phi-functions allows us to handle 
ellipsoids which can be continuously rotated and translated, 
but there is a price to pay: now the optimization has to be 
performed over a larger set of parameters, including the 
extra variables, besides placement parameters of ellipsoids.  
The model can be realized by the current state-of-the art 
local or global solvers. We are working on the improvement 
of our algorithms to generate feasible starting points, as 
well as, to reduce our problem dimension in local 
optimisation procedures, based on the paper [9]. We expect 
that efficiency of our algorithms will be increased in the 
future. 
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instruction set. The electronic file of your paper will be 
formatted further at IEEE. Define all symbols used in the 
abstract. Do not cite references in the abstract. Do not delete 
the blank line immediately above the abstract; it sets the 
footnote at the bottom of this column. 
 

Index Terms—About four key words or phrases in 
alphabetical order, separated by commas. For a list of 
suggested keywords, send a blank e-mail to 
keywords@ieee.org or visit 
http://www.ieee.org/organizations/pubs/ani_prod/keywrd98.txt 
 

I. INTRODUCTION 
HIS document is a template for Microsoft Word 
versions 6.0 or later. If you are reading a paper or PDF 

version of this document, please download the electronic 
file, TRANS-JOUR.DOC, from the IEEE Web site at 
http://www.ieee.org/web/publications/authors/transjnl/index.html 
so you can use it to prepare your manuscript. If you would 
prefer to use LATEX, download IEEE’s LATEX style and 
sample files from the same Web page. Use these LATEX 
files for formatting, but please follow the instructions in 
TRANS-JOUR.DOC or TRANS-JOUR.PDF. 

 
If your paper is intended for a conference, please contact 

your conference editor concerning acceptable word 
 

Manuscript received November 8, 2011. (Write the date on which you 
submitted your paper for review.) This work was supported in part by the 
U.S. Department of Commerce under Grant BS123456 (sponsor and 
financial support acknowledgment goes here). Paper titles should be 
written in uppercase and lowercase letters, not all uppercase. Avoid writing 
long formulas with subscripts in the title; short formulas that identify the 
elements are fine (e.g., "Nd–Fe–B"). Do not write “(Invited)” in the title. 
Full names of authors are preferred in the author field, but are not required. 
Put a space between authors’ initials.  

F. A. Author is with the National Institute of Standards and Technology, 
Boulder, CO 80305 USA (corresponding author to provide phone: 303-
555-5555; fax: 303-555-5555; e-mail: author@ boulder.nist.gov).  

S. B. Author, Jr., was with Rice University, Houston, TX 77005 USA. 
He is now with the Department of Physics, Colorado State University, Fort 
Collins, CO 80523 USA (e-mail: author@lamar.colostate.edu). 

T. C. Author is with the Electrical Engineering Department, University 
of Colorado, Boulder, CO 80309 USA, on leave from the National 
Research Institute for Metals, Tsukuba, Japan (e-mail: author@nrim.go.jp). 

processor formats for your particular conference.  
When you open TRANS-JOUR.DOC, select “Page 

Layout” from the “View” menu in the menu bar (View | 
Page Layout), which allows you to see the footnotes. Then, 
type over sections of TRANS-JOUR.DOC or cut and paste 
from another document and use markup styles. The pull-
down style menu is at the left of the Formatting Toolbar at 
the top of your Word window (for example, the style at this 
point in the document is “Text”). Highlight a section that 
you want to designate with a certain style, then select the 
appropriate name on the style menu. The style will adjust 
your fonts and line spacing. Do not change the font sizes 
or line spacing to squeeze more text into a limited 
number of pages. Use italics for emphasis; do not 
underline.  

To insert images in Word, position the cursor at the 
insertion point and either use Insert | Picture | From File or 
copy the image to the Windows clipboard and then Edit | 
Paste Special | Picture (with “float over text” unchecked).  

IEEE will do the final formatting of your paper. If your 
paper is intended for a conference, please observe the 
conference page limits.  

 

II. PROCEDURE FOR PAPER SUBMISSION 

A. Review Stage 
Please check with your editor on whether to submit your 

manuscript as hard copy or electronically for review. If hard 
copy, submit photocopies such that only one column 
appears per page. This will give your referees plenty of 
room to write comments. Send the number of copies 
specified by your editor (typically four). If submitted 
electronically, find out if your editor prefers submissions on 
disk or as e-mail attachments. 

If you want to submit your file with one column 
electronically, please do the following: 

 --First, click on the View menu and choose Print 
Layout. 

 --Second, place your cursor in the first paragraph. Go 
to the Format menu, choose Columns, choose one column 
Layout, and choose “apply to whole document” from the 
dropdown menu. 

 --Third, click and drag the right margin bar to just over 
4 inches in width. 

Preparation of Papers for IEEE TRANSACTIONS 
and JOURNALS 

First A. Author, Second B. Author, Jr., and Third C. Author, Member, IEEE 

T 
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The graphics will stay in the “second” column, but you 
can drag them to the first column. Make the graphic wider 
to push out any text that may try to fill in next to the 
graphic. 

B. Final Stage 
When you submit your final version (after your paper has 

been accepted), print it in two-column format, including 
figures and tables. You must also send your final 
manuscript on a disk, via e-mail, or through a Web 
manuscript submission system as directed by the society 
contact. You may use Zip or CD-ROM disks for large files, 
or compress files using Compress, Pkzip, Stuffit, or Gzip.  

Also, send a sheet of paper or PDF with complete contact 
information for all authors. Include full mailing addresses, 
telephone numbers, fax numbers, and e-mail addresses. 
This information will be used to send each author a 
complimentary copy of the journal in which the paper 
appears. In addition, designate one author as the 
“corresponding author.” This is the author to whom proofs 
of the paper will be sent. Proofs are sent to the 
corresponding author only. 

C. Figures 
Format and save your graphic images using a suitable 

graphics processing program that will allow you to create 
the images as PostScript (PS), Encapsulated PostScript 
(EPS), or Tagged Image File Format (TIFF), sizes them, 
and adjusts the resolution settings. If you created your 
source files in one of the following you will be able to 
submit the graphics without converting to a PS, EPS, or 
TIFF file: Microsoft Word, Microsoft PowerPoint, 
Microsoft Excel, or Portable Document Format (PDF).  

 

D. Electronic Image Files (Optional) 
 Import your source files in one of the following: 

Microsoft Word, Microsoft PowerPoint, Microsoft Excel, 
or Portable Document Format (PDF); you will be able to 
submit the graphics without converting to a PS, EPS, or 
TIFF files. Image quality is very important to how yours 
graphics will reproduce. Even though we can accept 
graphics in many formats, we cannot improve your graphics 
if they are poor quality when we receive them. If your 
graphic looks low in quality on your printer or monitor, 
please keep in mind that cannot improve the quality after 
submission. 

If you are importing your graphics into this Word 
template, please use the following steps: 

Under the option EDIT select PASTE SPECIAL. A 
dialog box will open, select paste picture, then click OK. 
Your figure should now be in the Word Document. 

If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with 
no compression, 1 bit per pixel (monochrome), with file 

names in the form of “fig3.tif” or “table1.tif.”  
Photographs and grayscale figures should be prepared 

with 300 dpi resolution and saved with no compression, 8 
bits per pixel (grayscale).  

 
 
Sizing of Graphics 

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures 
less than one column wide, as extreme enlargements may 
distort your images and result in poor reproduction. 
Therefore, it is better if the image is slightly larger, as a 
minor reduction in size should not have an adverse affect 
the quality of the image.  
 
Size of Author Photographs 

The final printed size of an author photograph is exactly 
1 inch wide by 1 1/4 inches long (6 picas × 7 1/2 picas). 
Please ensure that the author photographs you submit are 
proportioned similarly. If the author’s photograph does not 
appear at the end of the paper, then please size it so that it is 
proportional to the standard size of 1 9/16 inches wide by 
2 inches long (9 1/2 picas × 12 picas). JPEG files are only 
accepted for author photos. 
 
How to create a PostScript File  

First, download a PostScript printer driver from 
http://www.adobe.com/support/downloads/pdrvwin.htm 
(for Windows) or from 
http://www.adobe.com/support/downloads/ pdrvmac.htm 
(for Macintosh) and install the “Generic PostScript Printer” 
definition. In Word, paste your figure into a new document. 
Print to a file using the PostScript printer driver. File names 
should be of the form “fig5.ps.” Use Open Type fonts when 
creating your figures, if possible. A listing of the acceptable 
fonts are as follows: Open Type Fonts: Times Roman, 
Helvetica, Helvetica Narrow, Courier, Symbol, Palatino, 
Avant Garde, Bookman, Zapf Chancery, Zapf Dingbats, 
and New Century Schoolbook. 

 
Print Color Graphics Requirements 

IEEE accepts color graphics in the following formats: 
EPS, PS, TIFF, Word, PowerPoint, Excel, and PDF. The 
resolution of a RGB color TIFF file should be 400 dpi.  

When sending color graphics, please supply a high 
quality hard copy or PDF proof of each image. If we cannot 
achieve a satisfactory color match using the electronic 
version of your files, we will have your hard copy scanned. 
Any of the files types you provide will be converted to 
RGB color EPS files.  
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Web Color Graphics 
IEEE accepts color graphics in the following formats: 

EPS, PS, TIFF, Word, PowerPoint, Excel, and PDF. The 
resolution of a RGB color TIFF file should be at least 400 
dpi.  

Your color graphic will be converted to grayscale if no 
separate grayscale file is provided. If a graphic is to appear 
in print as black and white, it should be saved and 
submitted as a black and white file. If a graphic is to appear 
in print or on IEEE Xplore in color, it should be submitted 
as RGB color.  

 
Graphics Checker Tool 

The IEEE Graphics Checker Tool enables users to check 
graphic files. The tool will check journal article graphic 
files against a set of rules for compliance with IEEE 
requirements.  These requirements are designed to ensure 
sufficient image quality so they will look acceptable in 
print.  After receiving a graphic or a set of graphics, the tool 
will check the files against a set of rules.  A report will then 
be e-mailed listing each graphic and whether it met or failed 
to meet the requirements. If the file fails, a description of 
why and instructions on how to correct the problem will be 
sent. The IEEE Graphics Checker Tool is available at 
http://graphicsqc.ieee.org/ 

For more Information, contact the IEEE Graphics H-E-L-
P Desk by e-mail at graphics@ieee.org. You will then 
receive an e-mail response and sometimes a request for a 
sample graphic for us to check. 

 

E. Copyright Form 
An IEEE copyright form should accompany your final 

submission. You can get a .pdf, .html, or .doc version at 
http://www.ieee.org/copyright. Authors are responsible for 

obtaining any security clearances. 
 

III. MATH 
If you are using Word, use either the Microsoft Equation 

Editor or the MathType add-on (http://www.mathtype.com) 
for equations in your paper (Insert | Object | Create New | 
Microsoft Equation or MathType Equation). “Float over 
text” should not be selected.  

 

IV. UNITS 
Use either SI (MKS) or CGS as primary units. (SI units 

are strongly encouraged.) English units may be used as 
secondary units (in parentheses). This applies to papers in 
data storage. For example, write “15 Gb/cm2 (100 
Gb/in2).” An exception is when English units are used as 
identifiers in trade, such as “3½-in disk drive.” Avoid 
combining SI and CGS units, such as current in amperes 
and magnetic field in oersteds. This often leads to confusion 
because equations do not balance dimensionally. If you 
must use mixed units, clearly state the units for each 
quantity in an equation. 

The SI unit for magnetic field strength H is A/m. 
However, if you wish to use units of T, either refer to 
magnetic flux density B or magnetic field strength 
symbolized as µ0H. Use the center dot to separate 
compound units, e.g., “A·m2.” 

TABLE I 
UNITS FOR MAGNETIC PROPERTIES 

Symbol Quantity Conversion from Gaussian and 
CGS EMU to SI a 

Φ magnetic flux 1 Mx → 10−8 Wb = 10−8 V·s 
B magnetic flux density,  

  magnetic induction 
1 G → 10−4 T = 10−4 Wb/m2 

H magnetic field strength 1 Oe → 103/(4π) A/m 
m magnetic moment 1 erg/G = 1 emu  

  → 10−3 A·m2 = 10−3 J/T 
M magnetization 1 erg/(G·cm3) = 1 emu/cm3 

  → 103 A/m 
4πM magnetization 1 G → 103/(4π) A/m 
σ specific magnetization 1 erg/(G·g) = 1 emu/g → 1 A·m2/kg 
j magnetic dipole  

  moment 
1 erg/G = 1 emu  
  → 4π × 10−10 Wb·m 

J magnetic polarization 1 erg/(G·cm3) = 1 emu/cm3 
  → 4π × 10−4 T 

χ, κ susceptibility 1 → 4π 
χρ mass susceptibility 1 cm3/g → 4π × 10−3 m3/kg 
µ permeability 1 → 4π × 10−7 H/m  

  = 4π × 10−7 Wb/(A·m) 
µr relative permeability µ → µr 
w, W energy density 1 erg/cm3 → 10−1 J/m3 

N, D demagnetizing factor 1 → 1/(4π) 

Vertical lines are optional in tables. Statements that serve as captions for 
the entire table do not need footnote letters.  

aGaussian units are the same as cgs emu for magnetostatics; Mx = 
maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 
tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 

 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two 
spaces. It is good practice to explain the significance of the figure in the 
caption. 
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V. HELPFUL HINTS 

A. Figures and Tables 
Because IEEE will do the final formatting of your paper, 

you do not need to position figures and tables at the top and 
bottom of each column. In fact, all figures, figure captions, 
and tables can be at the end of the paper. Large figures and 
tables may span both columns. Place figure captions below 
the figures; place table titles above the tables. If your figure 
has two parts, include the labels “(a)” and “(b)” as part of 
the artwork. Please verify that the figures and tables you 
mention in the text actually exist. Please do not include 
captions as part of the figures. Do not put captions in 
“text boxes” linked to the figures. Do not put borders 
around the outside of your figures. Use the abbreviation 
“Fig.” even at the beginning of a sentence. Do not 
abbreviate “Table.” Tables are numbered with Roman 
numerals.  

Color printing of figures is available, but is billed to the 
authors. Include a note with your final paper indicating that 
you request and will pay for color printing. Do not use 
color unless it is necessary for the proper interpretation of 
your figures. If you want reprints of your color article, the 
reprint order should be submitted promptly. There is an 
additional charge for color reprints. Please note that many 
IEEE journals now allow an author to publish color 
figures on Xplore and black and white figures in print. 
Contact your society representative for specific 
requirements. 

Figure axis labels are often a source of confusion. Use 
words rather than symbols. As an example, write the 
quantity “Magnetization,” or “Magnetization M,” not just 
“M.” Put units in parentheses. Do not label axes only with 
units. As in Fig. 1, for example, write “Magnetization 
(A/m)” or “Magnetization (A ⋅ m−1),” not just “A/m.” Do not 
label axes with a ratio of quantities and units. For example, 
write “Temperature (K),” not “Temperature/K.”  

Multipliers can be especially confusing. Write 
“Magnetization (kA/m)” or “Magnetization (103 A/m).” Do 
not write “Magnetization (A/m) × 1000” because the reader 
would not know whether the top axis label in Fig. 1 meant 
16000 A/m or 0.016 A/m. Figure labels should be legible, 
approximately 8 to 12 point type. 

B. References 
Number citations consecutively in square brackets [1]. 

The sentence punctuation follows the brackets [2]. Multiple 
references [2], [3] are each numbered with separate brackets 
[1]–[3]. When citing a section in a book, please give the 
relevant page numbers [2]. In sentences, refer simply to the 
reference number, as in [3]. Do not use “Ref. [3]” or 
“reference [3]” except at the beginning of a sentence: 
“Reference [3] shows ... .” Please do not use automatic 

endnotes in Word, rather, type the reference list at the end 
of the paper using the “References” style. 

Number footnotes separately in superscripts (Insert | 
Footnote).1 Place the actual footnote at the bottom of the 
column in which it is cited; do not put footnotes in the 
reference list (endnotes). Use letters for table footnotes (see 
Table I).  

Please note that the references at the end of this 
document are in the preferred referencing style. Give all 
authors’ names; do not use “et al.” unless there are six 
authors or more. Use a space after authors’ initials. Papers 
that have not been published should be cited as 
“unpublished” [4]. Papers that have been accepted for 
publication, but not yet specified for an issue should be 
cited as “to be published” [5]. Papers that have been 
submitted for publication should be cited as “submitted for 
publication” [6]. Please give affiliations and addresses for 
private communications [7]. 

Capitalize only the first word in a paper title, except for 
proper nouns and element symbols. For papers published in 
translation journals, please give the English citation first, 
followed by the original foreign-language citation [8]. 

C. Abbreviations and Acronyms 
Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined 
in the abstract. Abbreviations such as IEEE, SI, ac, and dc 
do not have to be defined. Abbreviations that incorporate 
periods should not have spaces: write “C.N.R.S.,” not “C. 
N. R. S.” Do not use abbreviations in the title unless they 
are unavoidable (for example, “IEEE” in the title of this 
article). 

D. Equations 
Number equations consecutively with equation numbers 

in parentheses flush with the right margin, as in (1). First 
use the equation editor to create the equation. Then select 
the “Equation” markup style. Press the tab key and write the 
equation number in parentheses. To make your equations 
more compact, you may use the solidus ( / ), the exp 
function, or appropriate exponents. Use parentheses to 
avoid ambiguities in denominators. Punctuate equations 
when they are part of a sentence, as in 

 

.)()()||(exp
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rddrrF

iij
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∫

∫  (1) 

 
Be sure that the symbols in your equation have been 

defined before the equation appears or immediately 
following. Italicize symbols (T might refer to temperature, 

 
1It is recommended that footnotes be avoided (except for the 

unnumbered footnote with the receipt date on the first page). Instead, try to 
integrate the footnote information into the text. 
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but T is the unit tesla). Refer to “(1),” not “Eq. (1)” or 
“equation (1),” except at the beginning of a sentence: 
“Equation (1) is ... .” 

E. Other Recommendations 
Use one space after periods and colons. Hyphenate 

complex modifiers: “zero-field-cooled magnetization.” 
Avoid dangling participles, such as, “Using (1), the 
potential was calculated.” [It is not clear who or what used 
(1).] Write instead, “The potential was calculated by using 
(1),” or “Using (1), we calculated the potential.” 

Use a zero before decimal points: “0.25,” not “.25.” Use 
“cm3,” not “cc.” Indicate sample dimensions as “0.1 cm × 
0.2 cm,” not “0.1 × 0.2 cm2.” The abbreviation for 
“seconds” is “s,” not “sec.” Do not mix complete spellings 
and abbreviations of units: use “Wb/m2” or “webers per 
square meter,” not “webers/m2.” When expressing a range 
of values, write “7 to 9” or “7-9,” not “7~9.” 

A parenthetical statement at the end of a sentence is 
punctuated outside of the closing parenthesis (like this). (A 
parenthetical sentence is punctuated within the 
parentheses.) In American English, periods and commas are 
within quotation marks, like “this period.” Other 
punctuation is “outside”! Avoid contractions; for example, 
write “do not” instead of “don’t.” The serial comma is 
preferred: “A, B, and C” instead of “A, B and C.” 

If you wish, you may write in the first person singular or 
plural and use the active voice (“I observed that ...” or “We 
observed that ...” instead of “It was observed that ...”). 
Remember to check spelling. If your native language is not 
English, please get a native English-speaking colleague to 
carefully proofread your paper. 

VI. SOME COMMON MISTAKES 
The word “data” is plural, not singular. The subscript for 

the permeability of vacuum µ0 is zero, not a lowercase letter 
“o.” The term for residual magnetization is “remanence”; 
the adjective is “remanent”; do not write “remnance” or 
“remnant.” Use the word “micrometer” instead of “micron.” 
A graph within a graph is an “inset,” not an “insert.” The 
word “alternatively” is preferred to the word “alternately” 
(unless you really mean something that alternates). Use the 
word “whereas” instead of “while” (unless you are referring 
to simultaneous events). Do not use the word “essentially” 
to mean “approximately” or “effectively.” Do not use the 
word “issue” as a euphemism for “problem.” When 
compositions are not specified, separate chemical symbols 
by en-dashes; for example, “NiMn” indicates the 
intermetallic compound Ni0.5Mn0.5 whereas “Ni–Mn” 
indicates an alloy of some composition NixMn1-x. 

Be aware of the different meanings of the homophones 
“affect” (usually a verb) and “effect” (usually a noun), 
“complement” and “compliment,” “discreet” and “discrete,” 
“principal” (e.g., “principal investigator”) and “principle” 
(e.g., “principle of measurement”). Do not confuse “imply” 

and “infer.”  
Prefixes such as “non,” “sub,” “micro,” “multi,” and 

“ultra” are not independent words; they should be joined to 
the words they modify, usually without a hyphen. There is 
no period after the “et” in the Latin abbreviation “et al.” (it 
is also italicized). The abbreviation “i.e.,” means “that is,” 
and the abbreviation “e.g.,” means “for example” (these 
abbreviations are not italicized). 

An excellent style manual and source of information for 
science writers is [9]. A general IEEE style guide and an 
Information for Authors are both available at 
http://www.ieee.org/web/publications/authors/transjnl/index.html 
 

VII. EDITORIAL POLICY 
Submission of a manuscript is not required for 

participation in a conference. Do not submit a reworked 
version of a paper you have submitted or published 
elsewhere. Do not publish “preliminary” data or results. 
The submitting author is responsible for obtaining 
agreement of all coauthors and any consent required from 
sponsors before submitting a paper. IEEE TRANSACTIONS 
and JOURNALS strongly discourage courtesy authorship. It is 
the obligation of the authors to cite relevant prior work. 

The Transactions and Journals Department does not 
publish conference records or proceedings. The 
TRANSACTIONS does publish papers related to conferences 
that have been recommended for publication on the basis of 
peer review. As a matter of convenience and service to the 
technical community, these topical papers are collected and 
published in one issue of the TRANSACTIONS. 

At least two reviews are required for every paper 
submitted. For conference-related papers, the decision to 
accept or reject a paper is made by the conference editors 
and publications committee; the recommendations of the 
referees are advisory only. Undecipherable English is a 
valid reason for rejection. Authors of rejected papers may 
revise and resubmit them to the TRANSACTIONS as regular 
papers, whereupon they will be reviewed by two new 
referees. 

 

VIII. PUBLICATION PRINCIPLES 
The contents of IEEE TRANSACTIONS and JOURNALS are 

peer-reviewed and archival. The TRANSACTIONS publishes 
scholarly articles of archival value as well as tutorial 
expositions and critical reviews of classical subjects and 
topics of current interest.  

Authors should consider the following points: 
1) Technical papers submitted for publication must 

advance the state of knowledge and must cite relevant 
prior work.  

2) The length of a submitted paper should be 
commensurate with the importance, or appropriate to 
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the complexity, of the work. For example, an obvious 
extension of previously published work might not be 
appropriate for publication or might be adequately 
treated in just a few pages. 

3) Authors must convince both peer reviewers and the 
editors of the scientific and technical merit of a paper; 
the standards of proof are higher when extraordinary or 
unexpected results are reported.  

4) Because replication is required for scientific progress, 
papers submitted for publication must provide 
sufficient information to allow readers to perform 
similar experiments or calculations and use the reported 
results. Although not everything need be disclosed, a 
paper must contain new, useable, and fully described 
information. For example, a specimen’s chemical 
composition need not be reported if the main purpose 
of a paper is to introduce a new measurement 
technique. Authors should expect to be challenged by 
reviewers if the results are not supported by adequate 
data and critical details. 

5) Papers that describe ongoing work or announce the 
latest technical achievement, which are suitable for 
presentation at a professional conference, may not be 
appropriate for publication in a TRANSACTIONS or 
JOURNAL. 

 

IX. CONCLUSION 
A conclusion section is not required. Although a 

conclusion may review the main points of the paper, do not 
replicate the abstract as the conclusion. A conclusion might 
elaborate on the importance of the work or suggest 
applications and extensions.  

APPENDIX 
Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 
The preferred spelling of the word “acknowledgment” in 

American English is without an “e” after the “g.” Use the 
singular heading even if you have many acknowledgments. 
Avoid expressions such as “One of us (S.B.A.) would like 
to thank ... .” Instead, write “F. A. Author thanks ... .” 
Sponsor and financial support acknowledgments are 
placed in the unnumbered footnote on the first page, not 
here. 

REFERENCES 
[1] G. O. Young, “Synthetic structure of industrial plastics (Book style 

with paper title and editor),”  in Plastics, 2nd ed. vol. 3, J. Peters, Ed.  
New York: McGraw-Hill, 1964, pp. 15–64. 

[2] W.-K. Chen, Linear Networks and Systems (Book style). Belmont, 
CA: Wadsworth, 1993, pp. 123–135. 

[3] H. Poor, An Introduction to Signal Detection and Estimation.   New 
York: Springer-Verlag, 1985, ch. 4. 

[4] B. Smith, “An approach to graphs of linear forms (Unpublished work 
style),” unpublished. 

[5] E. H. Miller, “A note on reflector arrays (Periodical style—Accepted 
for publication),” IEEE Trans. Antennas Propagat., to be published. 

[6] J. Wang, “Fundamentals of erbium-doped fiber amplifiers arrays 
(Periodical style—Submitted for publication),” IEEE J. Quantum 
Electron., submitted for publication. 

[7] C. J. Kaufman, Rocky Mountain Research Lab., Boulder, CO, private 
communication, May 1995. 

[8] Y. Yorozu, M. Hirano, K. Oka, and Y. Tagawa, “Electron 
spectroscopy studies on magneto-optical media and plastic substrate 
interfaces (Translation Journals style),” IEEE Transl. J. Magn.Jpn., 
vol. 2, Aug. 1987, pp. 740–741 [Dig. 9th Annu. Conf. Magnetics 
Japan, 1982, p. 301]. 

[9] M. Young, The Techincal Writers Handbook.  Mill Valley, CA: 
University Science, 1989. 

[10] J. U. Duncombe, “Infrared navigation—Part I: An assessment of 
feasibility (Periodical style),” IEEE Trans. Electron Devices, vol. ED-
11, pp. 34–39, Jan. 1959. 

[11]  S. Chen, B. Mulgrew, and P. M. Grant, “A clustering technique for 
digital communications channel equalization using radial basis 
function networks,” IEEE Trans. Neural Networks, vol. 4, pp. 570–
578, Jul. 1993. 

[12] R. W. Lucky, “Automatic equalization for digital communication,” 
Bell Syst. Tech. J., vol. 44, no. 4, pp. 547–588, Apr. 1965. 

[13] S. P. Bingulac, “On the compatibility of adaptive controllers 
(Published Conference Proceedings style),” in Proc. 4th Annu. 
Allerton Conf. Circuits and Systems Theory, New York, 1994, pp. 8–
16. 

[14] G. R. Faulhaber, “Design of service systems with priority 
reservation,” in Conf. Rec. 1995 IEEE Int. Conf. Communications, 
pp. 3–8. 

[15] W. D. Doyle, “Magnetization reversal in films with biaxial 
anisotropy,” in 1987 Proc. INTERMAG Conf., pp. 2.2-1–2.2-6. 

[16] G. W. Juette and L. E. Zeffanella, “Radio noise currents n short 
sections on bundle conductors (Presented Conference Paper style),” 
presented at the IEEE Summer power Meeting, Dallas, TX, Jun. 22–
27, 1990, Paper 90 SM 690-0 PWRS. 

[17] J. G. Kreifeldt, “An analysis of surface-detected EMG as an 
amplitude-modulated noise,” presented at the 1989 Int. Conf. 
Medicine and Biological Engineering, Chicago, IL. 

[18] J. Williams, “Narrow-band analyzer (Thesis or Dissertation style),” 
Ph.D. dissertation, Dept. Elect. Eng., Harvard Univ., Cambridge, MA, 
1993.  

[19] N. Kawasaki, “Parametric study of thermal and chemical 
nonequilibrium nozzle flow,” M.S. thesis, Dept. Electron. Eng., 
Osaka Univ., Osaka, Japan, 1993. 

[20] J. P. Wilkinson, “Nonlinear resonant circuit devices (Patent style),” 
U.S. Patent 3 624 12, July 16, 1990.  

[21] IEEE Criteria for Class IE Electric Systems (Standards style), IEEE 
Standard 308, 1969. 

[22] Letter Symbols for Quantities, ANSI Standard Y10.5-1968. 
[23] R. E. Haskell and C. T. Case, “Transient signal propagation in 

lossless isotropic plasmas (Report style),” USAF Cambridge Res. 
Lab., Cambridge, MA Rep. ARCRL-66-234 (II), 1994, vol. 2. 

[24] E. E. Reber, R. L. Michell, and C. J. Carter, “Oxygen absorption in 
the Earth’s atmosphere,” Aerospace Corp., Los Angeles, CA, Tech. 
Rep. TR-0200 (420-46)-3, Nov. 1988. 

[25] (Handbook style) Transmission Systems for Communications, 3rd ed., 
Western Electric Co., Winston-Salem, NC, 1985, pp. 44–60. 

[26]  Motorola Semiconductor Data Manual, Motorola Semiconductor 
Products Inc., Phoenix, AZ, 1989. 

[27] (Basic Book/Monograph Online Sources) J. K. Author. (year, month, 
day). Title (edition) [Type of medium]. Volume (issue).  Available: 
http://www.(URL) 

[28] J. Jones. (1991, May 10). Networks (2nd ed.) [Online]. Available: 
http://www.atm.com 

R&I, 2015, №1 47



 
 

[29] (Journal Online Sources style) K. Author. (year, month). Title. 
Journal [Type of medium]. Volume(issue), paging if given.   
Available: http://www.(URL) 

[30] R. J. Vidmar. (1992, August). On the use of atmospheric plasmas as 
electromagnetic reflectors. IEEE Trans. Plasma Sci. [Online]. 21(3). 
pp. 876–880.   Available: 
http://www.halcyon.com/pub/journals/21ps03-vidmar 

 
 
First A. Author (M’76–SM’81–F’87) and the other authors may include 
biographies at the end of regular papers. Biographies are often not included 
in conference-related papers. This author became a Member (M) of IEEE 
in 1976, a Senior Member (SM) in 1981, and a Fellow (F) in 1987.  The 
first paragraph may contain a place and/or date of birth (list place, then 
date). Next, the author’s educational background is listed. The degrees 
should be listed with type of degree in what field, which institution, city, 
state, and country, and year degree was earned. The author’s major field of 
study should be lower-cased. 
  

 The second paragraph uses the pronoun of the person (he or she) and 
not the author’s last name. It lists military and work experience, including 
summer and fellowship jobs. Job titles are capitalized. The current job must 
have a location; previous positions may be listed without one. Information 
concerning previous publications may be included. Try not to list more 
than three books or published articles. The format for listing publishers of a 
book within the biography is: title of book (city, state: publisher name, 
year) similar to a reference. Current and previous research interests end the 
paragraph. 
 The third paragraph begins with the author’s title and last name (e.g., 
Dr. Smith, Prof. Jones, Mr. Kajor, Ms. Hunter). List any memberships in 
professional societies other than the IEEE. Finally, list any awards and 
work for IEEE committees and publications.  If a photograph is provided, 
the biography will be indented around it. The photograph is placed at the 
top left of the biography. Personal hobbies will be deleted from the 
biography. 

48 R&I, 2015, №1



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Camera-ready was prepared in Kharkov National University of Radio Electronics    

Approved for publication: 27.03.2015. Format 60×84 1/8.  

Relative printer’s sheets: 8,2. Circulation: 300 copies.                      

Published by SPD FL Stepanov V.V.        

Lenin Ave, 14, Kharkov, 61166, Ukraine   

 

Рекомендовано Вченою радою Харківського національного  

університету радіоелектроніки  (протокол № 7 від 27.03.2015)    

Підписано до друку  27.03.2015. Формат 60×841/8.                                        

Умов. друк. арк. 8,2. Тираж  300 прим. Ціна договірна.                                                            

Віддруковано y  ФОП Степанов В.В.  

61166, Харків, просп. Леніна, 14. 

R&I, 2015, №1 49


	Пустая страница
	002_Shostko_Kulya.pdf
	I. INTRODUCTION
	II. Analysis of published data and problem statement
	III. Problem Formulation
	IV. Statement of the problem of routing considering redressing the imbalance of power consumption in the transit nodes of wireless sensor network
	V. Model of multipath routing using Traffic Engineering technology in the form of the quadratic programming problem
	V. Conclusion
	References

	003_Sapozhnikov3_ri2015.pdf
	II. Analysis of Berger codes and sum codes with weighted transitions properties for error detection in data vectors
	III. Conclusion
	References

	005_YEREMENKO_ALI_RI.pdf
	I. INTRODUCTION
	II. Threshold Message Sharing Mechanism
	III. Secure Routing Models
	IV. Comparative Analysis of Secure Routing Models
	V. Conclusion
	References

	006_Article Petryk HNURE new02 2015_NEW.pdf
	I. Introduction
	II. The Objective And Investigation Tasks
	.
	(10)
	,
	were  - roots of transcendent equations
	.
	T – total duration of diffusion, min.
	Greek letters



	007_Romanova R&I 12 08 2015.pdf
	I. Introduction
	II. Problem Formulation
	IV. Mathematical Model And Solution Strategy




